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Abstract

We introduce a concept of tree-graded metric space and we use it to show quasi-isometry invariance of certain
classes of relatively hyperbolic groups, to obtain a characterization of relatively hyperbolic groups in terms of their
asymptotic cones, to find geometric properties of Cayley graphs of relatively hyperbolic groups, and to construct
the first example of a finitely generated group with a continuum of non-�1-equivalent asymptotic cones. Note that
by a result of Kramer, Shelah, Tent and Thomas, continuum is the maximal possible number of different asymptotic
cones of a finitely generated group, provided that the Continuum Hypothesis is true.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

An asymptotic cone of a metric space is, roughly speaking, what one sees when one looks at the space
from infinitely far away. More precisely, any asymptotic cone of a metric space(X,dist) corresponds to
an ultrafilter�, a sequence of observation pointse= (en)n∈N fromX and a sequence of scaling constants
d = (dn)n∈N diverging to∞. The cone Con(X; e, d) corresponding toe andd is the�-limit of the
sequence of spaces with basepoints(X,dist/dn, en) (see Section 3 for precise definitions).

In particular, ifX is the Cayley graph of a groupG with a word metric then the asymptotic cones of
X are called asymptotic cones ofG.

The concept of asymptotic cone was essentially used by Gromov in[28] and then formally introduced
by van den Dries and Wilkie[54].
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Asymptotic cones have been used to characterize important classes of groups:

• A finitely generated group is virtually Abelian if and only if its asymptotic cones are isometric to the
Euclidean spaceRn [28,44].

• A finitely generated group is virtually nilpotent if and only if its asymptotic cones are locally compact
[28,54,25].

• A finitely generated group is hyperbolic if and only if its asymptotic cones areR-trees[30].

In [20] it is shown moreover that asymptotic cones of non-elementary hyperbolic groups are all isometric
to the complete homogeneousR-tree of valence continuum. The asymptotic cones of elementary groups
are isometric to either a lineR (if the group is infinite) or to a point. In particular, every hyperbolic group
has only one asymptotic cone up to isometry.

Asymptotic cones of quasi-isometric spaces are bi-Lipschitz equivalent. Thus the topology of an asymp-
totic cone of a finitely generated group does not depend on the choice of the generating set. This was
used in[33,34] to prove rigidity results for fundamental groups of Haken manifolds, in[37] to prove
rigidity for cocompact lattices in higher rank semisimple groups, and in[23] to provide an alternative
proof of the rigidity for non-cocompact lattices in higher rank semisimple groups. For a survey of results
on quasi-isometry invariants and their relations to asymptotic cones see[25].

The power of asymptotic cones stems from the fact that they capture both geometric and logical
properties of the group, since a large subgroup of the ultrapowerG� of the groupG acts transitively by
isometries on the asymptotic cone Con�(G; e, d). Logical aspects of asymptotic cones are studied and
used in the recent papers by Kramer et al.[38,39].

One of the main properties of asymptotic cones of a metric spaceX is that geometry of finite config-
urations of points in the asymptotic cone reflects the “coarse” geometry of similar finite configurations
in X. This is the spirit of Gromov–Delzant’s approximation statement[19] and of the applications of
R-trees to Rips–Sela theory of equations in hyperbolic groups and homomorphisms of hyperbolic groups
[48]. This was also used in Dru¸tu’s proof of hyperbolicity of groups with sub-quadratic isoperimetric
inequality[24].

By a result of Gromov[30] if all asymptotic cones of a finitely presented group are simply connected
then the group has polynomial isoperimetric function and linear isodiametric function. Papasoglu proved
in [45] that groups having quadratic isoperimetric functions have simply connected asymptotic cones. In
general, asymptotic cones of groups are not necessarily simply connected[53]. In fact, if a groupG is not
finitely presented then its asymptotic cones cannot all be simply connected[30,25].A higher-dimensional
version of this result is obtained by Riley[47]. Examples of finitely presented groups with non-simply
connected asymptotic cones can be found in[10,49].

Although asymptotic cones can be completely described in some cases, the general perception is
nevertheless that asymptotic cones are usually large and “undescribable”. This might be the reason of
uncharacteristically “mild” questions by Gromov[30]:

Problem 1.1. Which groups can appear as subgroups in fundamental groups of asymptotic cones of
finitely generated groups?

Problem 1.2. Is it true that the fundamental group of an asymptotic cone of a group is either trivial or
uncountable?
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In [30], Gromov also asked the following question.

Problem 1.3. How many non-isometric asymptotic cones can a finitely generated group have?

A solution of Problem 1.1 was given by Erschler and Osin[26]. They proved that every metric space
satisfying some weak properties can be�1- and isometrically embedded into the asymptotic cone of a
finitely generated group. This implies that every countable group is a subgroup of the fundamental group
of an asymptotic cone of a finitely generated group.

Notice that since asymptotic cones tend to have fundamental groups of order continuum, this result
does not give information about the structure of the whole fundamental group of an asymptotic cone, or
about how large the class of different asymptotic cones is: there exist groups of cardinality continuum (for
example, the group of all permutations of a countable set) that contain all countable groups as subgroups.
One of the goals of this paper is to get more precise information about fundamental groups of asymptotic
cones, and about the whole set of different asymptotic cones of a finitely generated group.

Problem 1.3 turned out to be related to the Continuum Hypothesis (i.e. the question of whether there
exists a set of cardinality strictly betweenℵ0 and 2ℵ0). Namely, in[38], it is proved that if the Continuum
Hypothesis is not true then any uniform lattice in SLn(R) has 22

ℵ0 non-isometric asymptotic cones, but
if the Continuum Hypothesis is true then any uniform lattice in SLn(R) has exactly one asymptotic cone
up to isometry; moreover the maximal theoretically possible number of non-isometric asymptotic cones
of a finitely generated group is continuum. Recall that the Continuum Hypothesis is independent of the
usual axioms of set theory (ZFC).

It is known, however, that even if the Continuum Hypothesis is true, there exist groups with more
than one non-homeomorphic asymptotic cone[52]. Nevertheless, it was not known whether there exists
a group with the maximal theoretically possible number of non-isometric asymptotic cones (continuum).

In [29], Gromov introduced a useful generalization of hyperbolic groups, namely the relatively hyper-
bolic groups.1 This class includes:

(1) geometrically finite Kleinian groups; these groups are hyperbolic relative to their cusp subgroups;
(2) fundamental groups of hyperbolic manifolds of finite volume (that is, non-uniform lattices in rank

one semisimple groups with trivial center); these are hyperbolic relative to their cusp subgroups;
(3) hyperbolic groups; these are hyperbolic relative to the trivial subgroup or more generally to collections

of quasi-convex subgroups satisfying some extra conditions;
(4) free products of groups; these are hyperbolic relative to their factors;
(5) fundamental groups of non-geometric Haken manifolds with at least one hyperbolic component; these

are hyperbolic relative to the fundamental groups of the maximal graph-manifold components and
to the fundamental groups of the tori and Klein bottles not contained in graph-manifold components
[8];

(6) �-residually free groups (limit groups in another terminology); these are hyperbolic relative to the
collection of maximal Abelian non-cyclic subgroups[16].

1 These groups are also calledstrongly relatively hyperbolicin order to distinguish them from weakly relatively hyperbolic
groups in the sense of Farb.
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There exist several characterizations of relatively hyperbolic groups which are in a sense parallel to the
well-known characterizations of hyperbolic groups (see[5,27,43,17,56]and references therein). But there
was no characterization in terms of asymptotic cones. Also, it was not known whether being relatively
hyperbolic with respect to any kind of subgroups is a quasi-isometry invariant, except for hyperbolic
groups when quasi-isometry invariance is true.

The following theorems are the main results of the paper (we formulate these results not in the most
general form).

The first theorem gives more information about the possible structure of fundamental groups of asymp-
totic cones.

Theorem 1.4(Theorem 7.33 and Corollary 7.32). (1) For every countable group C, the free product of
continuously many copies of C is the fundamental group of an asymptotic cone of a2-generated group.

(2)There exists a2-generated group� such that for every finitely presented group G, the free product
of continuously many copies of G is the fundamental group of an asymptotic cone of�.

The second theorem answers the question about the number of asymptotic cones of a finitely generated
group.

Theorem 1.5(Theorem 7.37). Regardless of whether the Continuum Hypothesis is true or not, there
exists a finitely generated group Gwith continuously many pairwise non-�1-equivalent asymptotic cones.

The third theorem shows that large classes of relatively hyperbolic groups are closed under quasi-
isometry. We call a finitely generated groupH unconstrictedif one of its asymptotic cones has no global
cut-points.

Theorem 1.6(Corollary 5.22). Let G be a finitely generated group that is hyperbolic relative to uncon-
stricted subgroupsH1, . . . , Hm.
LetG′ be a group that is quasi-isometric toG.ThenG′ is hyperbolic relative to subgroupsH ′

1, . . . , H
′
n,

each of which is quasi-isometric to one ofH1, . . . , Hm.

The numberm of “parabolic” subgroups{Hi}i∈I in Theorem 1.6 is not a quasi-isometry invariant. This
can be seen for instance for the fundamental groups of a finite-volume hyperbolic manifold and of a finite
covering of it.

There are previous results showing that some special classes of relatively hyperbolic groups are closed
under quasi-isometry: the class of fundamental groups of non-geometric Haken manifolds with at least
one hyperbolic component[33,34] and the class of non-uniform lattices of isometries of a rank one
symmetric space[50]. The class of free products of groups with finite amalgamated subgroups is closed
under quasi-isometry by Stallings’ Ends Theorem (see[46] for more general results about graphs of
groups with finite edge groups).

The main ingredient in the proof of Theorem 1.6 is the following result, interesting by itself.

Theorem 1.7(Corollary 5.8). LetG be a finitely generated group that is hyperbolic relative to subgroups
H1, . . . , Hm,and letG′ beanunconstricted group.Then the imageofG′ under any(L,C)-quasi-isometry
G′ → G is in anM-tubular neighborhood of a cosetgHi , g ∈ G, i = 1, . . . , m, where M depends on
L,C,G and S only.
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Note that the hypothesis of Theorem 1.7 that the groupG is unconstricted clearly cannot be removed.
For example, a relatively hyperbolic group itself is not in a bounded neighborhood of a coset of any of
its “parabolic” subgroupsHi providedHi are proper subgroups.

Theorem 1.7 does not apply in this case because relatively hyperbolic groups are usuallyconstricted,
i.e. they have global cut-points in every asymptotic cone (see Theorem 1.11).

A result similar to Theorem 1.7 is obtained in[46, Section 3]for G a fundamental group of a graph of
groups with finite edge groups andS a one-ended group. We should note here that unconstricted groups
are 1-ended by Stallings’ Ends Theorem. The converse statement is most likely not true because the
asymptotic cones of any hyperbolic group areR-trees.

Theorem 1.7 in particular gives information about which unconstricted subgroups can appear as undis-
torted subgroups in a relatively hyperbolic group (see Remark 8.30(1)). The following theorem clarifies
even more the question of the structure of undistorted subgroups in relatively hyperbolic groups.

Theorem 1.8(Theorem 8.29). LetG = 〈S〉 be a finitely generated group that is hyperbolic relative to
subgroupsH1, . . . , Hn. LetG′ be an undistorted finitely generated subgroup of G. ThenG′ is relatively
hyperbolicwith respect to subgroupsH ′

1, . . . , H
′
m,where eachH ′

i is one of the intersectionsG
′∩gHjg

−1,
g ∈ G, j ∈ {1,2, . . . , n}.

We also obtain information about the automorphism group of a relatively hyperbolic group.

Theorem 1.9(Corollary 8.31). Let G be a finitely generated group that is relatively hyperbolic with
respect to a unconstricted subgroup H. LetFix(H) be the subgroup of the automorphism group of G
consisting of the automorphisms that fix H as a set. Then:

(1) Inn(G)Fix(H)= Aut(G).
(2) Inn(G) ∩ Fix(H)= InnH(G), whereInnH(G) is by definition{ih ∈ Inn(G) | h ∈ H }.
(3) There exists a natural homomorphism fromOut(G) to Out(H) given by� �→ ig��|H , whereg�

is an element of G such thatig�� ∈ Fix(H), and�|H denotes the restriction of an automorphism
� ∈ Fix(H) to H.

We call a finitely generated groupwide if none of its asymptotic cones has a global cut-point. Wide
groups are certainly unconstricted (the converse statement is most likely not true).
Here are examples of wide groups:

• Non-virtually cyclic groups satisfying a law (see Corollary 6.13). Recall that alaw is a wordw in
n lettersx1, . . . , xn anda group satisfying the laww is a groupG such thatw = 1 in G whenever
x1, . . . , xn are replaced by an arbitrary set ofn elements inG. For instance Abelian groups are groups
with the laww = x1x2x

−1
1 x−1

2 . More generally, solvable groups are groups with a law, and so are
Burnside groups. Also, uniformly amenable groups are groups satisfying a law (see Corollary 6.16).
While for nilpotent groups the results of Theorems 1.6 and 1.7 are not surprising and were already
known in some particular cases of relatively hyperbolic groups[50], for solvable non-nilpotent groups
and for Burnside groups the situation is different. For instance the group Sol has asymptotic cones
composed of continuously many Hawaiian earrings[13], so it is a priori not clear why such a group
should have a rigid behavior with respect to quasi-isometric embeddings into relatively hyperbolic
groups. Burnside groups display a similar picture.
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In the case of non-virtually cyclic groups with a law, the constantM in Theorem 1.7 depends only on
the law and not on the groupS (Corollary 6.14).

• Non-virtually cyclic groups with elements of infinite order in the center (see Theorem 6.5); the constant
M in Theorem 1.7 is the same for the whole class of such groups (Theorem 6.7 and Corollary 6.8).

• Groups of isometries acting properly discontinuously and with compact quotients on products of
symmetric spaces and Euclidean buildings, of rank at least two. The asymptotic cones of such groups
are Euclidean buildings of rank at least two[37]. Most likely the same is true for such groups of
isometries so that the quotients have finite volume, but the proof of this statement is not straightforward.

The main tool in this paper are tree-graded spaces.

Definition 1.10. Let F be a complete geodesic metric space and letP be a collection of closed geodesic
subsets (calledpieces). Suppose that the following two properties are satisfied:

(T1) Every two different pieces have at most one common point.
(T2) Every simple geodesic triangle (a simple loop composed of three geodesics) inF is contained in one

piece.

Then we say that the spaceF is tree-graded with respect toP.

The main interest in the notion of tree-graded space resides in the following characterization of relatively
hyperbolic groups of which the converse part is proven in Section 8 and the direct part in the Appendix
written by Osin and Sapir.

Theorem1.11(Theorem8.5). A finitely generated groupG is relatively hyperbolic with respect to finitely
generated subgroupsH1, . . . , Hn if and only if every asymptotic coneCon�(G; e, d) is tree-graded with
respect to�-limits of sequences of cosets of the subgroupsHi .

Section 2 contains many general properties of tree-graded spaces.
In particular, by Lemma 2.31 any complete homogeneous geodesic metric space with global cut-points

is tree-graded with respect to a certain uniquely defined collection of pieces which are either singletons
or without cut-points.

We prove in Proposition 2.17 that the property (T2) in the definition of tree-graded spaces can be
replaced by the assumption thatP coversF and the following property which can be viewed as a extreme
version of the bounded coset penetration property:

(T ′2) For every topological arcc : [0, d] → F and t ∈ [0, d], let c[t − a, t + b] be a maximal
sub-arc ofc containingc(t) and contained in one piece. Then every other topological arc with the
same endpoints asc must contain the pointsc(t − a) andc(t + b).

Moreover, when (T2) is replaced by (T ′2) the condition that the pieces are geodesic can be weakened to
the one that pieces are arc-connected. Here by arc-connected we mean the property that two points can
be joined by a topological arc. Thus, if we moreover replace the hypothesis of the space being geodesic
by the one that it is arc-connected, tree-graded spaces can be considered in a purely topological setting.
Most of the properties and arguments in Section 2 hold in this more general setting.
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Notice that there are similarities in the study of asymptotic cones of groups and that of boundaries
of groups. Boundaries of groups do not necessarily have a natural metric, and rarely are arc-connected
spaces, but they have a natural topology and they are also, in many interesting cases, homogeneous spaces
with respect to actions by homeomorphisms. Thus, if the boundary of a group is homogeneous and has a
global cut-point then most likely it is tree-graded (in the topological sense) with respect to pieces that do
not have cut-points. Such a study of boundaries of groups with global cut-points appeared, for example,
in the work of Bowditch[6] on the Bestvina–Mess conjecture. Bowditch developed a general theory
appropriate for the study of topological homogeneous spaces with global cut-points that is related to the
study of tree-graded spaces that we do in this paper. Results related to Bowditch’s work in this general
setting can be found in[1].

As a byproduct of the arguments in Sections 4 and 8, we obtain many facts about the geometry of
Cayley graphs of relatively hyperbolic groups. Recall that given a finitely generated groupG=〈S〉 and a
finite collectionH1, . . . , Hn of subgroups of it, one can consider the standard Cayley graph Cayley(G, S)

and the modified Cayley graph Cayley(G, S ∪H), whereH =⊔n
i=1(Hi\{e}). The standard definition

of relative hyperbolicity of a groupG with respect to subgroupsH1, . . . , Hn is given in terms of the
modified Cayley graph Cayley(G, S ∪H). Theorem 1.11 and the results of Section 4 allow us to define
the relative hyperbolicity ofG with respect toH1, . . . , Hn in terms of Cayley(G, S) only. This is an
important ingredient in our rigidity results.

An important part in studying tree-graded spaces is played bysaturationsof geodesics. IfG is relatively
hyperbolic with respect toH1, . . . , Hn, g is a geodesic in Cayley(G, S) andM is a positive number, then
theM-saturation ofg is the union ofg and all left cosets ofHi whoseM-tubular neighborhoods intersect
g. We show that in the study of relatively hyperbolic groups, saturations play the same role as the geodesics
in the study of hyperbolic groups.

More precisely, we use Bowditch’s characterization of hyperbolic graphs[7], and show that tubular
neighborhoods of saturations of geodesics can play the role of “lines” in that characterization. In particular,
we show that for every geodesic triangle[A,B,C] in Cayley(G, S) theM-tubular neighborhoods of the
saturations of its sides (for someM depending onG andS) have a common point which is at a bounded
distance from the sides of the triangle or a common left coset which is at a bounded distance from the
sides.

We also obtain the following analog for relatively hyperbolic groups of the Morse lemma for hyperbolic
spaces. Recall that the Morse lemma states that every quasi-geodesic in a hyperbolic space is at a bounded
distance from a geodesic joining its endpoints. In the relative hyperbolic version of the lemma we also
use the notion oflift p̃ of a geodesicp in Cayley(G, S ∪ H). Recall that the meaning of it is that
one replaces each edge inp labelled by an element inH by a geodesic in Cayley(G, S) (see also
Definition 8.26).

We again do not write the statements in the whole generality.

Notations. Throughout the paper,N�(A) denotes the�-tubular neighborhood of a subsetA in a metric
spaceX, that is{x ∈ X | dist(x,A)< �}. We denote byN�(A) its closure, that is{x | dist(x,A)��}. In
the particular case whenA={x}we also use the notationsB(x, �)andB(x, �) for the tubular neighborhood
and its closure.

Theorem1.12(Morseproperty for relativelyhyperbolic groups). LetG=〈S〉beagroup that is hyperbolic
relative to the collection of subgroupsH1, . . . , Hm.Then there exists a constant M depending only on the
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generating set S such that the following holds. Letg be a geodesic inCayley(G, S), let q be an(L,C)-
quasi-geodesic inCayley(G, S) and letp be an(L,C)-quasi-geodesic inCayley(G, S ∪H). Suppose
thatg, q andp have the same endpoints. Then for some� depending only onL,C, S:

(1) q is contained in the�-tubular neighborhood of the M-saturation ofg.
(2) LetgHi andg

′Hj be two left cosets contained in theM-saturation ofg.Letq′ be a sub-quasi-geodesic
of q with endpointsa ∈ N�(gH i) andb ∈ N�(g

′Hj) which intersectsN�(gH i) andN�(g
′Hj)

in sets of bounded(in terms of�) diameter. Then a and b belong to the�-tubular neighborhood ofg,
where� depends only onL,C, �.

(3) In the Cayley graphCayley(G, S ∪H), q is at Hausdorff distance at most� fromp.
(4) In Cayley(G, S), q is contained in the�-tubular neighborhood of the�-saturation of any liftp̃ of p.

In its turn, p̃ is contained in the�-tubular neighborhood of the�-saturation ofq.

The proof of this theorem and more facts about the geometry of relatively hyperbolic groups are
contained in Lemmas 4.25, 4.26 and 4.28, and Propositions 8.25 and 8.28.

Theorem 1.11 and statements about tree-graded spaces from Section 2 imply that for relatively hyper-
bolic groups, Problem 1.2 has a positive answer.

Corollary 1.13. The fundamental group of an asymptotic cone of a relatively hyperbolic group G is
either trivial or of order continuum.

Proof. Suppose that the fundamental group of an asymptotic cone of the groupG is non-trivial. By
Theorem 1.11, the asymptotic cone ofG is tree-graded with respect to a set of pieces that are isometric
copies of asymptotic cones of the parabolic subgroupsHi with the induced metric. The induced metric
on eachHi is equivalent to the natural word metric by quasi-convexity (see Lemma 4.15). Moreover, in
that set, every piece appears together with continuously many copies.

The argument in the first part of the proof of Proposition 2.22 shows that at least one of the pieces has
non-trivial fundamental group�.

The argument in the second part of the proof of Proposition 2.22 implies that the fundamental group
of the asymptotic cone ofG contains the free product of continuously many copies of�. �

The following statement is another straightforward consequence of Theorem 1.11.

Corollary 1.14. If a group G is hyperbolic relative to{H1, . . . , Hm}, and eachHi is hyperbolic relative
to a collection of subgroups{H 1

i , . . . , H
ni
i } then G is hyperbolic relative to{Hj

i | i ∈ {1, . . . , m}, j ∈{1, . . . , ni}}.
See Problem 1.21 below for a discussion of Corollary 1.14.
Note that in the alternative geometric definition of relatively hyperbolic groups given in Theorem 1.11

we do not need the hypothesis thatHi are finitely generated. This follows from the quasi-convexity of the
groupsHi seen as sets in Cayley(G, S) (Lemma 4.15). Moreover, this geometric definition makes sense
whenG is replaced by a geodesic metric spaceX and the collection of cosets of the subgroupsHi is
replaced by a collectionA of subsets ofX.A similar generalization can be considered for Farb’s definition
of relative hyperbolicity (including the BCP condition). Thus, both definitions allow to speak of geodesic
spaces hyperbolic relative to families of subsets. Such spaces, completely unrelated to groups, do appear
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naturally. For instance the complements of unions of disjoint open horoballs in rank one symmetric
spaces are hyperbolic with respect to the boundary horospheres. Also, the free product of two metric
spaces with basepoints(X, x0) and(Y, y0), as defined in[46, Section 1], is hyperbolic with respect to
all the isometric copies ofX andY . It might be interesting for instance to study actions of groups on
such spaces, hyperbolic with respect to collections of subsets. To some extent, this is already done in
the proof of our Theorem 5.13, where a particular case of action of a group by quasi-isometries on an
asymptotically tree-graded (= relatively hyperbolic) space is studied.

Bowditch’s characterization of hyperbolic graphs can be easily generalized to arbitrary geodesic metric
spaces. So one can expect that an analog of Theorem 1.11 is true for arbitrary geodesic metric spaces.

1.1. Open problems

Problem 1.15. Is it possible to drop the condition thatHi are unconstricted from the formulation of
Theorem 1.6?

An obvious candidate to a counterexample would be, for instance, the pair of groupsG=A∗A∗A∗A,
whereA = Z2, andG′ = (A ∗ A ∗ A ∗ A)�Z/4Z, whereZ/4Z permutes the factors. The groupG is
relatively hyperbolic with respect toA∗A∗1∗1 and 1∗1∗A∗A. It is easy to check that the groupG′ is
not relatively hyperbolic with respect to any isomorphic copy ofA ∗A. Unfortunately this example does
not work. Indeed,G′ is quasi-isometric toA ∗A by [46], soG′ is relatively hyperbolic with respect to a
subgroup that is quasi-isometric toA ∗A, namely itself. Moreover, it is most likely thatG′ is hyperbolic
relative to a proper subgroup isomorphic toA ∗ Z which is also quasi-isometric toA ∗ A by [46].

Problem 1.16. Corollary 5.24 shows the following. LetG be a group, asymptotically tree-graded as a
metric space with respect to a family of subspacesA satisfying the following conditions:

(1) A is uniformly unconstricted (see Definition 5.4 for the notion of collection of metric spaces uniformly
unconstricted);

(2) there exists a constantc such that every point in everyA ∈A is at distance at mostc from a bi-infinite
geodesic inA;

(3) for a fixedx0 ∈ G and everyR>0 the ballB(x0, R) intersects only finitely manyA ∈A.

Then the groupG is relatively hyperbolic with respect to subgroupsH1, . . . , Hm such that everyHi is
quasi-isometric to someA ∈A.

Can one remove some of the conditions (1), (2), (3) from this statement?

Problem 1.17. Is every unconstricted group wide?

Problem 1.18. Is every constricted groupG relatively hyperbolic with respect to a collection of proper
subgroups{H1, . . . , Hm}? Here are some more specific questions. Consider the canonical representation
of every asymptotic cone as a tree-graded space (with respect to maximal path-connected subsets that
are either singletons or without global cut-points, as in Lemma 2.31). Is there a family of subsetsA of
G such that each piece in each asymptotic cone ofG is an ultralimit of a sequence of sets fromA? Can
one takeA to be the set of all left cosets of a (finite) collection of subgroups{H1, . . . , Hm}?
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Note that a positive answer to Problem 1.18 gives a positive answer to Problem 1.15, as being constricted
is a quasi-isometry invariant. Also, it would follow that the rigidity result Theorem 1.7 holds as soon as
G′ is not relatively hyperbolic.

Here is a related question.

Problem 1.19. Is every non-virtually cyclic group without free non-abelian subgroups wide (uncon-
stricted)? Is there a non-virtually cyclic constricted group with all proper subgroups cyclic?

It is easy to notice that in all examples of groups with different asymptotic cones Con�(G; e, d),
one of the cones corresponds to a very fast growing sequenced = (dn). Equivalently, we can assume
that dn = n but � contains some fast growing sequence of natural numbersA = {a1, a2, . . .}. What if
we avoid such ultrafilters? For example, letP be the set of all complements of finite sets and of all
complements of sequencesA = {a1, a2, . . . , an, . . .} (a1<a2< · · ·<an < · · ·) which grow faster than
linear i.e. lim(an/n) =∞. It is easy to see thatP is a filter. Let� be an ultrafilter containingP. Then
no set in� grows faster than linear. Let us call ultrafilters with that propertyslow. An asymptotic cone
Con�(G, (n)) corresponding to a slow ultrafilter also will be calledslow.

Problem 1.20.Are there finitely generated groupsG with two bi-Lipschitz non-equivalent slow asymp-
totic cones? Is it true that if a slow asymptotic cone ofG has (resp. has no) global cut-points then the
group is constricted (resp. wide)? Is it true that if a slow asymptotic cone ofG has global cut-points then
G contains non-abelian free subgroups?

See Section 6.2 for further discussion of free subgroups of wide (unconstricted) groups.
The next problem is motivated by Corollary 1.14 above.

Problem 1.21. By Corollary 1.14, one can consider a “descending process”, finding smaller and smaller
subgroups of a (finitely generated) groupG with respect to whichG is relatively hyperbolic. Does this
process always stop? Does every groupG contain a finite collection of unconstricted subgroups with
respect to whichG is relatively hyperbolic?

Problem 1.22.A groupG = 〈S〉 is weakly hyperbolic relative to subgroupsH1, . . . , Hn if the Cayley
graph Cayley(G, S∪H) is hyperbolic. It would be interesting to investigate the behavior of weak relatively
hyperbolic groups up to quasi-isometry. In particular, it would be interesting to find out if an analog of
Theorem 1.6 holds. The arguments used in this paper for the (strong) relative hyperbolicity no longer
work. This can be seen on the example ofZn. That group is weakly hyperbolic relative toZn−1. But a
quasi-isometryq : Zn → Zn can transform left cosets ofZn−1 into polyhedral or even more complicated
surfaces (see[37, Introduction]for examples). Nevertheless it is not a real counter-example to a theorem
similar to Theorem 1.6 for weak hyperbolic groups, as every group quasi-isometric toZn is virtually Zn.

1.2. Plan of the paper

In Section 2, we establish some basic properties of tree-graded spaces. In particular, we show that
tree-graded spaces behave “nicely” with respect to homeomorphisms.

In Section 3, we establish general properties of asymptotic cones and their ultralimits. We show that
the ultralimit of a sequence of asymptotic cones of a metric spaceX is an asymptotic cone ofX itself.
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In Section 4, we give an “internal” characterization ofasymptotically tree-graded metric spaces, i.e.
pairs of a metric spaceX and a collection of subsetsA, such that every asymptotic cone Con�(X; e, d)
is tree-graded with respect to�-limits of sequences of sets fromA.

In Section 5, we show that being asymptotically tree-graded with respect to a family of subsets is a
quasi-isometry invariant. This implies Theorem 1.6.

In Section 6, we show that asymptotic cones of a non-virtually cyclic group do not have cut-points
provided the group either has an infinite cyclic central subgroup, or satisfies a law.

In Section 7, we modify a construction from the paper[26] to prove, in particular, Theorems 1.4
and 1.5.

In Section 8 and in the Appendix (written by Osin and Sapir), we prove the characterization of rela-
tively hyperbolic groups in terms of their asymptotic cones given in Theorem 1.11. Theorem 1.8 about
undistorted subgroups of relatively hyperbolic groups is also proved in Section 8.

2. Tree-graded spaces

2.1. Properties of tree-graded spaces

Let us recall the definition of tree-graded spaces. We say that a subsetA of a geodesic metric spaceX
is ageodesic subsetif every two points inA can be connected by a geodesic contained inA.

Definition 2.1 (tree-graded spaces). Let F be a complete geodesic metric space and letP be a collection
of closed geodesic subsets (calledpieces). Suppose that the following two properties are satisfied:

(T1) Every two different pieces have at most one common point.
(T2) Every simple geodesic triangle (a simple loop composed of three geodesics) inF is contained in one

piece.

Then we say that the spaceF is tree-graded with respect toP.

Remark 2.2(degenerate triangles). We assume that a point is a geodesic triangle composed of geodesics
of length 0. Thus (T2) implies that the pieces coverF.

The next several lemmas establish some useful properties of tree-graded spaces. Until Proposition 2.17,
F is a tree-graded space with respect toP.

Lemma 2.3. If all pieces inP areR-trees thenF is anR-tree.

Proof. It is an immediate consequence of(T2). �

Lemma 2.4. Let M be a piece and x a point outside M. If y and z are points in M such that there exist
geodesics[x, y] and[x, z], joining them to x which intersect M only in y and z, respectively, theny = z.

Proof. Suppose thaty �= z. Joiny andzby a geodesic[y, z] inM. Letx′ be the farthest fromx intersection
point of the geodesics[x, y]and[x, z]. The trianglex′yz is simple because by the assumption[x, y]∪[x, z]
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intersects with[y, z] only in y andz. Therefore that triangle is contained in one pieceM ′ by (T2). Since
M ∩M ′ contains[y, z], M =M ′ by (T1), sox′ ∈ M, a contradiction sincex′ belongs both to[x, y] and
to [x, z] but cannot coincide with bothy andz at the same time. �

Lemma 2.5. Every simple quadrangle(i.e. a simple loop composed of four geodesics) in F is contained
in one piece.

Proof. Let A1, A2, A3 andA4 be the vertices of the quadrangle. Suppose that each vertex is not on
a geodesic joining its neighbors, otherwise we have a geodesic triangle and the statement is trivial.
Let g be a geodesic joiningA1 andA3. Let P be its last intersection point with[A1, A2] ∪ [A1, A4].
Suppose thatP ∈ [A1, A2] (the other case is symmetric). LetQ be the first intersection point ofg with
[A2, A3] ∪ [A3, A4]. Replace the arc ofg betweenA1 andP with the arc of[A1, A2] between these two
points, and the arc ofg betweenQ andA3 with the corresponding arc of[A2, A3] ∪ [A3, A4]. Theng
thus modified cuts the quadrangle into two simple triangles having in common the geodesic[P,Q]. Both
triangles are in the same piece by (T2), and so is the quadrangle.�

Lemma 2.6. (1)Each piece is a convex subset ofF.
(2) For every pointx ∈ F and every pieceM ∈ P, there exists a unique pointy ∈ M such that

dist(x,M)= dist(x, y). Moreover, every geodesic joiningx with a point of M contains y.

Proof. (1) Suppose that there exists a geodesicg joining two points ofM and not contained inM. Let z
be a point ing\M. Thenz is on a sub-arcg′ of g intersectingM only in its endpoints,a, b. Lemma 2.4
impliesa = b = z ∈ M, a contradiction.

(2) Let yn ∈ M be such that limn→∞ dist(x, yn) = dist(x,M). SinceM is closed, we may suppose
that every geodesic[x, yn] intersectsM only in yn. It follows by Lemma 2.4 thaty1= y2= · · · = y.

Let z ∈ M and letg be a geodesic joiningz with x. Let z′ be the last point ong contained inM. Then
z′ = y, by Lemma 2.4. �

Definition 2.7. We call the pointy in part (2) of Lemma 2.6the projection ofx onto the pieceM.

Lemma 2.8. Let M be a piece and x a point outside it withdist(x,M)= �, and let y be the projection of
x onto M. Then the projection of every pointz ∈ B(x, �) ontoM is equal to y.

Proof. Notice that by part (2) of Lemma 2.6B(x, �) ∩ M = {y}. Suppose that the projectionz′ of
z ∈ B(x, �) ontoM is different fromy. Thenz �= y; hencez does not belong toM.

Consider a geodesic quadrangle with verticesx, z, z′ andy. By the definition of projection, the interiors
of [z, z′] ∪ [x, y] and[y, z′] do not intersect.

If there is a common pointp of [x, y] and[z, z′] then we get a contradiction with Lemma 2.4, so[x, y]
and[z, z′] are disjoint. In particular[z, z′] ∪ [z′, y] ∪ [y, x] is a topological arc. Sincez ∈ B(x, �)\{y},
the side[x, z] of this quadrangle does not intersectM. By part (1) of Lemma 2.6 it follows that[x, z]
does not intersect[y, z′].

We can replace if necessaryz with the last intersection point of[z, x] with [z, z′] andx with the last
intersection point of the geodesics[x, y] and[x, z]. We get a simple geodesic quadranglexzz′y in which
the side[x, z] possibly reduces to a point. By Lemma 2.5, it belongs to one piece. Since it has[y, z′] in
common withM, that piece isM by (T1). But this contradicts the fact that[x, z] ∩M = ∅. �
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Corollary 2.9. Every continuous path inF which intersects a piece M in at most one point projects onto
M in a unique point.

Proof. If the path does not intersect the piece, it suffices to cover it with balls of radius less than the
distance from the path to the piece and use Lemma 2.8.

If the path intersectsM in a pointx, we may suppose thatx is one of its ends and that the interior
of the path does not pass throughx. Let z be another point on the path and lety be its projection onto
M. By the previous argument every pointt on the path,t �= x, has the same projectiony ontoM. Let
limn→∞ tn = x, tn �= x. Then limn→∞ dist(tn,M)= limn→∞ dist(tn, y)= 0. Thereforex = y. �

Corollary 2.10. (1)Every topological arc inF joining two points in a piece is contained in the piece.
(2)Every non-empty intersection between a topological arc inF and a piece is a point or a sub-arc.

Proof. (1) If there exists a topological arcp in F joining two points of a pieceM and not contained in
M, then a pointz in p\M is on a sub-arcp′ of p intersectingM only in its endpoints,a, b. Corollary 2.9
implies that botha andb are projections ofz intoM, contradiction.

(2) immediately follows from (1). �

Corollary 2.11. Let A be a connected subset(possibly a point) in F which intersects a piece M in at most
one point.

(1) The subset A projects onto M in a unique point x.
(2) Every path joining a point in A with a point in M contains x.

Notation. Let x ∈ F. We denote byTx the set of pointsy ∈ F which can be joined tox by a topological
arc intersecting every piece in at most one point.

Lemma 2.12. Let x ∈ F andy ∈ Tx, y �= x. Then every topological arc with endpointsx, y intersects
each piece in at most one point. In particular the arc is contained inTx .

Proof. Suppose, by contradiction, that there exists a topological arcp in F connectingx, y and intersecting
a pieceM in more than one point. By Corollary 2.10,M ∩ p is a topological arc with endpointsa �= b.
By definition, there also exists an arcq connectingx andy and touching each piece in at most one point.

Now consider the two paths connectingx andM. The first pathp′ is a part ofp connectingx anda.
The second pathq′ is the composition of the pathq and a portion ofp−1 connectingy andb. By Corollary
2.11, the pathq′ must pass through the pointa. Since the portion[y, b] of p−1 does not containa, the path
q must containa. But then there exists a partq′′ of q′ connectinga andb and intersectingM in exactly
two points. This contradicts part (1) of Corollary 2.11, as a point inq′′\{a, b} would project ontoM in
botha andb. �

Lemma 2.13. Letx ∈ F andy ∈ Tx . ThenTx = Ty .

Proof. It suffices to proveTy ⊂ Tx . Let z ∈ Ty . By Lemma 2.12, any geodesic connectingy with x

or z intersects every piece in at most one point. Lett be the farthest fromy intersection point between
two geodesicsp= [y, x] andq= [y, z]. Thenr= [x, t] ∪ [t, z] is a topological arc. The arcr intersects
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every piece in at most one point. Indeed, ifr intersects a pieceM in two pointsa, b then it intersects it
in a sub-arc by Corollary 2.10, so at least one of the two segments[x, t], [t, z] intersectsM in an arc, a
contradiction. Thusz ∈ Tx . �

Lemma 2.14. Letx ∈ F.

(1) Every topological arc joining two distinct points inTx is contained inTx .
(2) The subsetTx is a real tree.

Proof. (1) is an immediate consequence of the two previous lemmas.
(2) First we prove that for everyy, z ∈ Tx there exists a unique geodesic joiningy and z, also

contained inTx . SinceF is a geodesic space, there exists a geodesic inF joining x and y. By the
first part of the lemma, this geodesic is contained inTx . Suppose there are two distinct geodesics
g, g′ in Tx joining y andz. A point ong which is not ong′ is contained in a simple bigon composed
of a sub-arc ofg and a sub-arc ofg′. This bigon, by(T2), is contained in a piece. This contradicts
Lemma 2.12.

Now consider a geodesic triangleyzt in Tx . Deleting, if necessary, a common sub-arc we can suppose
that[y, z] ∩ [y, t] = {y}. If y /∈ [z, t] then letz′ be the nearest toy point of [y, z] ∩ [z, t] and lett ′ be the
nearest toy point of [y, t] ∩ [z, t]. The triangleyz′t ′ is simple; therefore it is contained in one piece by
(T2). This again contradicts Lemma 2.12. Thusy ∈ [z, t]. �

Convention: We assume that a 1-point metric space has a cut-point.

Lemma 2.15. Let A be a path-connected subset ofF without a cut-point. Then A is contained in a piece.
In particular every simple loop is contained in a piece.

Proof. By our convention,A contains at least two points. Fix a pointx ∈ A. The setA cannot be contained
in the real treeTx , because otherwise it would have a cut-point. Therefore, a topological arc joining inA

the pointx and somey ∈ A intersects a pieceM in a sub-arcp. Suppose thatA /⊂ M. Let z ∈ A\M and
let z′ be the projection ofz ontoM. Corollary 2.11 implies that every continuous path joiningz to any
point 	 of p containsz′. In particularz′ ∈ A, andz and	 are in two distinct connected components of
F\{z′}. Thus,z′ is a cut-point ofA, a contradiction. �

Proposition 2.16. Let F and F′ be two tree-graded spaces with respect to the sets of piecesP and
P′, respectively. Let
: F → F′ be a homeomorphism. Suppose that all pieces inP andP′ do not
have cut-points. Then
 sends any piece fromP onto a piece fromP′, and
(Tx) = T
(x) for every
x ∈ F.

Proof. Indeed, for every pieceM in F, 
(M) is a path-connected subset ofF′ without cut-points.
Therefore
(M) is inside a pieceM ′ of F′ by Lemma 2.15. Applying the same argument to
−1,
we have that
−1(M ′) is contained in a pieceM ′′. ThenM ⊆ 
−1(M ′) ⊆ M ′′; henceM =M ′′ and

(M)=M ′. �
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Fig. 1. Property (T ′2).

Proposition 2.17. Condition(T2) in the definition of tree-graded spaces can be replaced by the assump-
tion that pieces coverF plus any one of the following conditions:

(T ′2) For every topological arcc : [0, d] → F and t ∈ [0, d], let c[t − a, t + b] be a maximal sub-arc
of c containingc(t) and contained in one piece. Then every other topological arc with the same
endpoints asc must contain the pointsc(t − a) andc(t + b) (Fig. 1).

(T ′′2 ) Every simple loop inF is contained in one piece.

Proof. Obviously (T1) and (T ′2) imply (T2). Therefore it is enough to establish the implications
(T1)& (T ′′2 ) ⇒ (T ′2) and (T1)& (T2) ⇒ (T ′′2 ). The second of these implications is given by Lemma
2.15.

Suppose that (T1) and (T ′′2 ) hold for some spaceF with respect to some set of piecesP.
Let c : [0, d] → F be a topological arc,t ∈ [0, d], anda, b as in (T ′2). If c′ : [0, d ′] → F is another

topological arc with the same endpoints asc, thenK = c−1(c′[0, d ′]) is a compact set containing 0 andd.
Suppose that, say,t−a /∈K. Let	 be the supremum ofK∩[0, t−a] and� be the infimum ofK∩[t−a, d].
Then	< t − a < �. Since	, � ∈ K, there exist	′, �′ ∈ [0, d ′] such thatc′(	′)= c(	), c′(�′)= c(�). The
restriction ofc to [	, �] and the restriction ofc′ to [	′, �′] form a simple loop which is contained in one
piece by (T ′′2 ). In particularc([	, �]) is contained in one piece. Since[t −a, t +b] is the maximal interval
containingt such that the restriction ofc to that interval is contained in one piece, it follows thatb+a �= 0.
Therefore the intersection of the intervals[	, �] and[t − a, t + b] has a non-empty interior. Hence the
pieces containingc([	, �]) andc([t − a, t + b]) must coincide by property (T1). But this contradicts the
maximality of the interval[t − a, t + b]. �

Remark 2.18. If a collection of subsetsP of a geodesic metric spaceX satisfy(T1) and(T ′′2 ), and each
set inP is path-connected then each set inP is a geodesic subspace. Thus if one replaces property(T2)

by the stronger property(T ′′2 ) in Definition 2.1 then one can weaken the condition onP.

Proof. Let M ∈ P, let x, y be two points inM and letr be a topological arc joiningx andy in M.
Suppose that a geodesicg connectingx andy in X is not contained inM. Let z ∈ g\M. There exists a
simple non-trivial bigon with one side a sub-arc inr and the other a sub-arc ing containingz. Property
(T ′′2 ) implies that this bigon is contained in a piece, and property(T1) implies that this piece isM. Hence
z is in M, a contradiction. �

Lemma 2.19. For everyx ∈ F, Tx is a closed subset ofF.
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Proof. Let (yn) be a sequence inTx converging to a pointy. Suppose that the geodesic[x, y] intersects
a pieceM in a maximal non-trivial sub-arc[	, �]. We can assume that the geodesic[yn, y] intersects
[yn, x] only in yn. Otherwise we can replaceyn with the farthest from it intersection point between these
two geodesics. By property (T ′2) the arc[x, yn] ∪ [yn, y]must contain[	, �]. Sinceyn ∈ Tx , it follows by
Lemma 2.12 that[	, �] ⊂ [yn, y] and so dist(yn, y)�dist(	, �)>0. This contradicts dist(yn, y) → 0.
We conclude that[x, y] intersects every piece in at most one point and thaty ∈ Tx . �

Lemma 2.20. The projection ofF onto any of the pieces is a metric retraction.

Proof. LetM be a piece,x, y two points inF and[x, y] a geodesic joining them. If[x, y] ∩M =∅ then
[x, y] projects onto one pointz, by Corollary 2.9, andd(x, y)�d(z, z)= 0.

If [x, y] ∩M = [	, �] then	 is the projection ofx ontoM and� is the projection ofy ontoM, by
Corollary 2.9. Obviouslyd(x, y)�d(	, �). �

Lemma2.21. Letp: [0, l] → Fbeapath ina tree-gradedspaceF.LetUp be theunionofopensubintervals
(a, b) ⊂ [0, l] such that the restriction ofp onto(a, b) belongs to one piece(we include the treesTx into
the set of pieces). ThenUp is an open and dense subset of[0, l].
Proof. Suppose thatUp is not dense. Then there exists a non-trivial interval(c, d) in the complement
[0, l]\Up. Suppose that the restrictionp′ of pon(c, d) intersects a pieceP in two pointsy=p(t1), z=p(t2).
We can assume thaty is not in the image of(t1, t2] underp. Sincey /∈Up there is a non-empty interval
(t1, t3) such that the restriction ofp onto that interval does not intersectP . Let t > t1 be the smallest
number in(t1, t2] such thatz′ = p(t) is in P . Thenz′ �= y. Applying Corollary 2.11 to the restriction
of p onto [t1, t], we get a contradiction. This means thatp′ intersects every piece in at most one point.
Thereforep′ is contained in a treeTx for somex, a contradiction. �

Proposition 2.22. Let F be a tree-graded space with the set of piecesP. If the pieces inP are locally
uniformly contractible then�1(F) is the free product of�1(M), M ∈ P.

Proof. We include all treesTx into P. Fix a base pointx in F and for every pieceMi ∈ P let yi be
the projection ofx ontoMi , and letgi be a geodesic connectingx andyi . We identify�1(Mi) with the
subgroupGi = gi�1(Mi, yi)g

−1
i of �1(F, x). Consider an arbitrary loopp: [0, l] → F in F based atx. Let

p′ be the image ofp. Let Pp be the set of pieces fromP which are intersected byp′ in more than one
point. By Lemma 2.21 the setPp is countable.

LetM ∈ Pp. The projectionpM of p′ ontoM is a loop containing the intersectionp′ ∩M. Let us prove
thatpM = p′ ∩M. If there exists a pointz ∈ pM\p′ thenz is a projection of some pointy ∈ p′\M onto
M. By Corollary 2.11, a sub-path ofp joining y with a point inp′ ∩ P must containz, a contradiction.

Thereforep′ is a union of at most countably many loopspi , i ∈ N, contained in pieces fromPp.
By uniform local contractibility of the pieces, all but finitely many loopspi are contractible inside the
corresponding pieces. Consequently, in the fundamental group�1(F), p is a product of finitely many loops
fromGi . Hence�1(F, x) is generated by the subgroupsGi .

It remains to prove that for every finite sequence of loopspi ∈ Gi , i = 1, . . . , k, if Mi �= Mj for
i �= j , and if the loopspi are not null-homotopic inMi , then the loopp1p2 . . . pn is not null-homotopic
in F. Suppose thatp is null-homotopic, and that� : t → p(t) is the homotopy,p(0) = p, p(1) is a
point. Let�i be the projection ofF ontoMi . Lemma 2.20 implies that�i ◦ � : t → p′i(t) is a homotopy
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which continuously deformsp′i in Mi into a point. Hence each of the loopspi is null-homotopic, a
contradiction. �

2.2. Modifying the set of pieces

Lemma 2.23(gluing pieces together). Let F be a space which is tree-graded with respect toP{Mk |
k ∈ K}.
(1) Let Y = ⋃

k∈F Mk be a finite connected union of pieces. ThenF is tree-graded with respect to
P′ = {Mk | k ∈ K\F } ∪ {Y }.

(2) Letc be a topological arc inF (possibly a point) and letY (c) be a set of the formc∪⋃j∈J Mj ,where
J is a subset of K such that everyMj with j ∈ J has a non-empty intersection withc, and J contains
all i ∈ K such thatMi ∩ c is a non-trivial arc.
ThenF is tree-graded with respect toP′ = {Mk | k ∈ K\J } ∪ {Y (c)}.

(3) Let {ci ; i ∈ F } be a finite collection of topological arcs inF and letY (ci) = ci ∪⋃j∈Ji Mj be sets
defined as in(2). If Y =⋃i∈F Y (ci) is connected thenF is tree-graded with respect toP′ = {Mk |
k ∈ K\⋃i∈F Ji} ∪ {Y }.

Remark 2.24. In particular all properties on projections on pieces obtained till now hold for setsY

defined as in (1)–(3). We shall call sets of the formY (c) sets of typeY .

Proof. (1) We first prove thatY is convex. Everyy, y′ ∈ Y can be joined by a topological arcc :
[0, d] → Y . By Corollary 2.10, we may writec[0, d] = ⋃

k∈F ′ [c[0, d] ∩ Mk], whereF ′ ⊂ F and
c[0, d] ∩ Mk is a point or an arc. Property(T1) implies that every two such arcs have at most one
point in common. Therefore there exists a finite sequencet0= 0< t1< t2< · · ·< tn−1< tn= d such that
c[ti , ti+1] = c[0, d] ∩Mk(i), k(i) ∈ F ′, for everyi ∈ {0,1, . . . , n− 1}. Property(T ′2) implies that every
geodesic betweeny andy′ must containc(t1), c(t2), . . . , c(tn−1). Hence every such geodesic is of the
form [y, c(t1)] ∪ [c(t1), c(t2)] ∪ · · · ∪ [c(tn−1), y], so by Corollary 2.10 it is contained inY .

For everyk ∈ K\F , Mk ∩ Y , if non-empty, is a convex set composed of finitely many points. Hence
it is a point. This and the previous discussion imply thatF is tree-graded with respect toP′.

(2) In order to prove thatY is convex, letg be a geodesic joining two pointsx, y ∈ Y . We show thatg
is insideY .
CaseI. Suppose thatx, y ∈ c. Consider a pointz= g(t) in g. Take the maximal interval[t − a, t + b]

such thatg([t − a, t + b]) is contained in one pieceM. If a+ b �= 0 then by property(T ′2) the pathcmust
pass throughg(t − a) andg(t + b). By part (1) of Corollary 2.10 the (non-trivial) sub-arc ofc joining
g(t − a) andg(t + b) is contained inM. ThenM is one of the pieces contained inY . Thereforez ∈ Y . If
a + b = 0 then again by(T ′2) the curvec must pass throughz, soz ∈ Y . We conclude that in both cases
z ∈ Y .
CaseII. Suppose thatx ∈ c andy ∈ M\c, whereM is a piece inY . By the definition ofY , M has a

non-trivial intersection withc. If x ∈ M, we can use the convexity ofM (Corollary 2.10). So suppose
thatx /∈M.

Let	 be the projection ofx ontoM. By Corollary 2.11(2),	 ∈ c. Then the sub-arcc′ of cwith endpoints
x and	 forms together with the geodesic[	, y] ⊆ M a topological arc. Property(T ′2) implies that	 ∈ g.
Corollary 2.10(1) implies that the portion ofg between	 andy is contained inY . For the remaining part
of g we apply the result in Case I of the proof (since both endpoints of that part ofg belong toc).
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CaseIII. Suppose thatx ∈ M1\c and thaty ∈ M2\c. Let 	 be the projection ofx ontoM2. As before,
we obtain that	 ∈ c, 	 ∈ g and that the portion ofg between	 andy is contained inM2, hence inY . For
the remaining part ofg we apply the result of Case II.

(3) We argue by induction on the sizek of the setF . The statement is true fork = 1 by part
(2) of this proposition. Suppose it is true for somek�1. Let us prove it fork + 1. We have two
cases.
CaseI. Suppose that there existi, j ∈ F, i �= j , such that the intersectionci ∩ Y (cj ) is not empty.

According to part (2) of the proposition and Corollary 2.10(2), the intersection is a sub-arc, andF is
tree-graded with respect toP′j = {Mk | k ∈ K\Jj } ∪ {Y (cj )}. LetY ′(ci)= Y (ci) ∪ Y (cj ). ThenY ′(ci) is
a set defined as in part (2) of the proposition but withP replaced byP′j . Thus we can writeY = Y ′(ci)∪⋃

s∈F\{i,j} Y (cs) and use the induction hypothesis.
CaseII. For everyi, j ∈ F, i �= j, we haveci ∩ Y (cj )= ∅.
Then there are no pieces that appear in bothY (ci) andY (cj ) for i �= j ∈ F . Hence by(T1), for every

k ∈ Ji , l ∈ Jj , Mk ∩Ml consists of at most one point. By part (2) of the proposition and Corollary 2.11
that point must be equal to the projection ofci ontoY (cj ). ThereforeY (ci)∩Y (cj ) is either empty or one
point. This implies thatF is tree-graded with respect toP′′ = {Mk | k ∈ K\⋃i∈F Ji} ∪ {Y (ci) | i ∈ F }.
It remains to apply part (1) of the proposition.�

Definition 2.25. Let (M1, x1), (M2, x2), . . . , (Mk, xk) be finitely many metric spaces with fixed base-
points. Thebouquetof these spaces, denoted by

∨k
i=1(Mi, xi), is the metric space obtained from the

disjoint union of allMi by identifying all the pointsxi . We call the pointx thus obtainedthe cut-
point of the bouquet. The metric on

∨k
i=1(Mi, xi) is induced by the metrics onMi in the obvious

way.

Clearly eachMi is a closed subset of the bouquet
∨k

i=1(Mi, xi). It is also clear that the bouquet is a
geodesic metric space if and only if allMi are geodesic metric spaces.

Lemma2.26(cuttingpiecesbycut-points). LetFbeaspacewhich is tree-gradedwith respect toP={Mk |
k ∈ K}. LetI ⊂ K be such that for everyi ∈ I the pieceMi is the bouquet of finitely many subsets of it,
{Mj

i }j∈Fi
, and its cut-point isxi .

ThenF is tree-graded with respect to the set

P′ = {Mk | k ∈ K\I } ∪ {Mj
i | j ∈ Fi, i ∈ I }.

Proof. SinceMj
i ∩Mk ⊂ Mi ∩Mk for i ∈ I, k ∈ K\I , andMj

i ∩Ms
t ⊂ Mi ∩Mt for i �= t, i, t ∈ I ,

property(T1) for (F,P′) is an immediate consequence of property(T1) for (F,P).
Let  be a simple geodesic triangle. Property(T2) for (F,P) implies that either ⊂ Mk for some

k ∈ K\I or  ⊂ Mi for somei ∈ I . We only need to consider the second case. Assume that has a
point in M

j1
i and a point inMj2

i , with j1 �= j2. Thenxi is a cut-point for. This contradicts the fact

that is a simple loop. We conclude that there existsj ∈ Fi such thatMj
i contains. ThusP′ satisfies

(T2). �

Lemma 2.13 implies that two treesTx andTy are either disjoint or coincident. Let{Ti | i ∈ I } be the
collection of all the trees{Tx | x ∈ F}.
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Remark 2.27. The setP′ = P ∪ {Ti | i ∈ I } also satisfies properties(T1) and(T2). Therefore all the
properties and arguments done forF andP up to now also hold forF andP′. In this case,Tx = {x} for
everyx ∈ F. The disadvantage of this point of view is that treesTx always have cut-points.

2.3. Geodesics in tree-graded spaces

Notation. For every pathp in a metric spaceX, we denote the start ofp by p− and the end ofp by p+.

Lemma2.28. Letg=g1g2 . . . g2m bea curve in a tree-graded spaceFwhich is a composition of geodesics.
Suppose that all geodesicsg2k with k ∈ {1, . . . , m − 1} are non-trivial and for everyk ∈ {1, . . . , m}
the geodesicg2k is contained in a pieceMk while for everyk ∈ {0,1, . . . , m − 1} the geodesicg2k+1
intersectsMk andMk+1 only in its respective endpoints. In addition assume that ifg2k+1 is empty then
Mk �= Mk+1. Theng is a geodesic.

Proof. Suppose thatg is not simple. By(T ′′2 ), any simple loop formed by a portion ofg has to be
contained in one pieceM. On the other hand the loop must contain the whole neighborhood of one vertex
(gi)+ = (gi+1)− in g. Letk be such that{gi , gi+1}= {g2k, g2k±1}. The intersection ofM andMk contains
a sub-arc ofg2k, whenceM =Mk. At the same time,M contains a sub-arc ofg2k±1 or (if g2k±1 is empty)
of g2k−2. In all cases we immediately get a contradiction.

Thereforeg is simple and has two distinct endpointsx, y. Consider any geodesicr joining x andy. By
(T ′2) r contains all the endpoints of all geodesicsgi . Therefore the length ofg coincides with the length
of r andg is itself a geodesic. �

Corollary 2.29. Let M andM ′ be two distinct pieces in a tree-graded spaceF.Suppose thatM ′ projects
onto M in x and M projects onM ′ in y. Let A be a set inF that projects ontoM ′ in z �= y.Then A projects
onto M in x anddist(A,M)�dist(M ′,M).

Proof. Let a ∈ A and let [a, z], [z, y] and [y, x] be geodesics. Thenga = [a, z] ∪ [z, y] ∪ [y, x]
is a geodesic, according to Lemma 2.28. It cannot intersectM in a sub-geodesic, because[z, y] ∪
[y, x] intersectsM in x. Hencega ∩ M = {x} andx is the projection ofa ontoM. Also dist(a, x)�
dist(y, x). �

2.4. Cut-points and tree-graded spaces

Remark 2.30(about singletons). Notice that ifF is tree-graded with respect toP then we can always
add some or all one-point subsets (singletons) ofF toP, andF will be tree-graded with respect to a bigger
set of pieces. To avoid using extra pieces, we shall assume in this section that pieces cannot contain other
pieces.

Property (T1) guarantees that this only restricts using singletons as pieces.
Property(T ′2) implies that any tree-graded space containing more than one piece has a global cut-point.

Here we shall show that any geodesic metric space with cut-points has a uniquely determined collection
of pieces with respect to which it is tree-graded.

In order to do this, we need to define a partial order relation on the set of collections of subsets of a
space. IfP andP′ are collections of subsets ofX and a spaceX is tree-graded with respect to bothP
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andP′, we writeP ≺ P′ if for every setM ∈ P there existsM ′ ∈ P′ such thatM ⊂ M ′. The relation≺
is a partial order because by Remark 2.2, pieces ofP (resp.P′) cannot contain each other.

Lemma 2.31. Let X be a complete geodesic metric space containing at least two points and letC be a
non-empty set of global cut-points in X.

(a) There exists the largest in the sense of≺ collectionP of subsets of X such that

• X is tree-graded with respect toP;
• any piece inP is either a singleton or a set with no global cut-point fromC.

Moreover the intersection of any two distinct pieces fromP is either empty or a point fromC.
(b) Let X be a homogeneous space with a cut-point. Then every point in X is a cut-point, so letC = X.

LetP be the set of pieces defined in part(a). Then for everyM ∈ P everyx ∈ M is the projection
of a pointy ∈ X\M onto M.

Proof. (a) LetP be the set of all maximal path-connected subsetsM with the property that either|M|=1
or cut-points ofM do not belong toC. The existence of maximal subsets with this property immediately
follows from Zorn’s lemma.

AnyM ∈ P is closed. Indeed, let̄M be the closure ofM inX and suppose that̄M �= M. Leta ∈ M̄\M.
There exists a sequence of points(an) in M converging toa. Let M ′ be the union ofM and geodesics
[a, an], n = 1,2, . . . (one geodesic for eachn). By construction, the setM ′ is path-connected. Let us
prove that cut-points ofM ′ do not belong toC. This will contradict the maximality ofM.

Let c ∈ C ∩M ′, x, y ∈ M ′\{c}. We want to connectx andy with a path avoidingc. If x, y ∈ M\{c}
then we are done.

Suppose thatx ∈ M\{c} andy ∈ [an, a] for somen. The pointx can be connected by some path
pk ⊆ M avoidingc with ak for everyk ∈ N.

If c /∈ [an, y] then the pathpn ∪ [an, y] ⊆ M ′ avoidsc and we are done.
If c ∈ [an, y] then dist(c, a)>dist(y, a). In particularc is not in[a, am] for m large enough. Then we

join y with x by a path[y, a] ∪ [a, am] ∪ pm avoidingc.
It remains to consider the case whenx ∈ [am, a] andy ∈ [an, a] for somem, n. If c /∈ [am, x] then

we can replacex with am and use the previous argument. Likewise ifc /∈ [an, y]. If c ∈ [am, x] ∩ [an, y]
then we joinx andy in X\{c} by [x, a] ∪ [a, y].

Let M1,M2 be distinct sets fromP, c ∈ C. Suppose thatM1 ∩M2 contains a pointx that is different
from c. Then any pointzi ∈ Mi , zi �= c, i = 1,2, can be joined withx by a path inMi avoidingc. Hence
z1 andz2 can be joined inM1 ∪M2 by a path avoidingc. Consequently ifM1 ∩M2 contains more than
one point or contains a point not fromC, we get a contradiction with the maximality ofMi . ThusP
satisfies(T1) and the intersection of any two sets fromP is in C or empty.

To prove(T ′′2 ) notice that every non-trivial simple loop is path-connected and does not have cut-points,
hence it is contained in someM.

The fact that each pieceM ∈ P is a geodesic subset follows from Remark 2.18.
Suppose thatX is tree-graded with respect to another collection of piecesP′ that contains only sin-

gletons and pieces without a cut-points fromC. Let M ′ ∈ P′. ThenM ′ is contained in a maximal
path-connected subset which is either a singleton or without a cut-point inC, that isM ′ ⊂ M for some
M ∈ P. ThusP′ ≺ P. HenceP is the largest in the sense of≺ collection of subsets ofX satisfying the
conditions of part (a).
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(b) Let M ∈ P. SinceM �= X it follows that one pointx0 ∈ M is the projection onM of a point
y0 ∈ X\M. If M is a point this ends the proof. Suppose in the sequel thatM has at least two points.
Let [y0, x0] be a geodesic joiningy0 andx0 and let[x0, z0] be a geodesic inM. By the definition of the
projection,[y0, x0] ∩ [x0, z0] = {x0}. Let x be an arbitrary point inM. Consider an isometryg such that
g(x0) = x. Let [y, x] and[x, z] be the respective images of[y0, x0] and[x0, z0] underg. If g(M) =M

thenx is the projection ofy onM. Supposeg(M) �= M. Theng(M) ∩M = {x}; hence[x, z] ⊂ g(M)

intersectsM in x. Corollary 2.11 implies thatz projects onM in x. �

Remark 2.32. (1) In general not every point inC is the intersection point of two distinct pieces. An
example is anR-tree without endpointsX,C=X, in which caseP is the set of all singleton subsets ofX.

(2) Lemma 2.31 implies that every asymptotic cone of a group which has a cut-point is tree-graded
with respect to a uniquely determined collection of pieces, each of which is either a singleton or a closed
geodesic subset without cut-points.

3. Ultralimits and asymptotic cones

3.1. Preliminaries

Most of the interesting examples of tree-graded spaces that we know are asymptotic cones of groups.
In this section, we start with giving the definitions of ultralimit, asymptotic cone and related objects
(most of these definitions are well known). We show that the collection of asymptotic cones of a space is
closed under ultralimits. We also show that simple geodesic triangles in ultralimits and asymptotic cones
can be approximated by ultralimits of polygons with certain properties. As a consequence we show that
the family of tree-graded spaces is also closed under ultralimits. These results play a central part in the
theorems obtained in Sections 4 and 7.
Convention: In the sequelI will denote an arbitrary countable set.

Definition 3.1 (ultrafilter). A (non-principal2) ultrafilter � overI is a set of subsets ofI satisfying the
following conditions:

1. If A,B ∈ � thenA ∩ B ∈ �.
2. If A ∈ �, A ⊆ B ⊆ I , thenB ∈ �.
3. For everyA ⊆ I eitherA ∈ � or I\A ∈ �.
4. No finite subset ofI is in �.

Equivalently� is a finitely additive measure on the classP(I ) of subsets ofI such that each subset
has measure either 0 or 1 and all finite sets have measure 0. If some statementP(n) holds for alln from
a setX belonging to an ultrafilter�, we say thatP(n) holds�-almost surely.

Remark 3.2. By definition� has the property that�(
⊔m

i=1Ai) = 1 (here# stands for disjoint union)
implies that there existsi0 ∈ {1,2, . . . , m} such that�(Ai0)=1 and�(Ai)=0 for everyi �= i0. This can
be reformulated as follows: letP1(n), P2(n), . . . , Pm(n) be properties such that for anyn ∈ I no two of

2 We shall only use non-principal ultrafilters in this paper, so the word non-principal will be omitted.
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them can be true simultaneously. If the disjunction of these properties holds�-almost surely then there
existsi ∈ {1,2, . . . , m} such that�-almost surelyPi(n) holds and allPj (n) with j �= i do not hold.

Definition 3.3 (�-limit). Let � be an ultrafilter overI . For every sequence of points(xn)n∈I in a topo-
logical spaceX, its�-limit lim � xn is a pointx in X such that for every neighborhoodU of x the relation
xn ∈ U holds�-almost surely.

Remark3.4. If �-limit lim � xn exists then it is unique, provided the spaceX is Hausdorff. Every sequence
of elements in a compact space has an�-limit [4].

Definition3.5(ultraproduct). For every sequence of sets(Xn)n∈I theultraproduct�Xn/�corresponding
to an ultrafilter� consists of equivalence classes of sequences(xn)n∈I , xn ∈ Xn, where two sequences
(xn) and (yn) are identified ifxn = yn �-almost surely. The equivalence class of a sequence(xn) in
�Xn/� is denoted by(xn)�. In particular, if allXn are equal to the sameX, the ultraproduct is called the
ultrapowerof X and is denoted byX�.

Recall that ifGn, n�1, are groups then�Gn/� is again a group with the operation(xn)�(yn)� =
(xnyn)

�.

Definition 3.6 (�-limit of metric spaces). Let (Xn,distn), n ∈ I , be a sequence of metric spaces and
let � be an ultrafilter overI . Consider the ultraproduct�Xn/� and anobservation pointe = (en)

� in
�Xn/�. For every two pointsx = (xn)

�, y = (yn)
� in �Xn/� let

D(x, y)= lim� distn(xn, yn).

The functionD is a pseudo-metric on�Xn/� (i.e. it satisfies the triangle inequality and the property
D(x, x) = 0, but for somex �= y, the numberD(x, y) can be 0 or∞). Let �eXn/� be the subset of
�Xn/� consisting of elements which are finite distance frome with respect toD. The�-limit lim�(Xn)e
of the metric spaces(Xn,distn) relative to the observation pointe is the metric space obtained from
�eXn/� by identifying all pairs of pointsx, y with D(x, y) = 0. The equivalence class of a sequence
(xn) in lim�(Xn)e is denoted by lim�(xn).

Remark 3.7 (changing the observation point). It is easy to see that ife, e′ ∈ �Xn/� andD(e, e′)<∞
then lim�(Xn)e = lim�(Xn)e′ .

Definition 3.8(asymptotic cone). Let(X,dist)be a metric space,� an ultrafilter over a setI , ande=(en)�
an observation point. Consider a sequence of numbersd = (dn)n∈I calledscaling constantssatisfying
lim� dn =∞.

In the ultrapowerX� we define the subsetX�
e =�eXn/�, where(Xn,distn)= (X,dist/dn). We call

it ultrapower of X with respect to the observation point e.
The�-limit lim �(X,dist/dn)e is called anasymptotic cone ofX. It is denoted by Con�(X; e, d) (see

[28,30,54]).

Definition 3.9. For a sequence(An), n ∈ I, of subsets of(X,dist) we denote by lim�(An) the subset of
Con�(X; e, d) that consists of all the elements lim�(xn) such thatxn ∈ An �-almost surely. Notice that
if lim �(dist(en, An)/dn)=∞ then the set lim�(An) is empty.
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Remark 3.10. It is proved in[54] that any asymptotic cone of a metric space is complete. The same
proof gives that lim�(An) is always a closed subset of the asymptotic cone Con�(X; e, d).
Definition 3.11 (quasi-isometries). A quasi-isometric embeddingof a metric space(X,distX) into a
metric space(Y,distY ) is a mapq:X→ Y such that

1

L
distX(x, x

′)− C�distY (q(x), q(x
′))�LdistX(x, x

′)+ C for all x, x′ ∈ X.

In particular if (X,distX) is an interval of the real lineR then q is called aquasi-geodesicor an
(L,C)-quasi-geodesic.

A quasi-isometryis a quasi-isometric embeddingq:X → Y such that there exists a quasi-isometric
embeddingq′:Y → X with the property thatq ◦ q′ andq′ ◦ q are at finite distance from the identity maps.

Remark 3.12 (quasi-injectivity). Although a quasi-isometric embedding is not necessarily injective, a
weaker version of injectivity holds: Ifq is an(L,C)-quasi-isometric embedding then dist(x, y)>LC

implies dist(q(x), q(y))>0.

Definition 3.13 (Lipschitz maps). LetL�1. A mapq: (X,distX)→ (Y,distY ) is calledLipschitzif

distY (q(x), q(x
′))�LdistX(x, x

′)

for everyx, x′ ∈ X. The mapq is calledbi-Lipschitzif it also satisfies

distY (q(x), q(x
′))� 1

L
distX(x, x

′).

Remark 3.14. Let (Xn) and(Yn) be sequences of metric spaces,en ∈ Xn, e′n ∈ Yn (n ∈ I ). Then it
is easy to see that any sequenceqn:Xn → Yn of (Ln, Cn)-quasi-isometries withqn(en) = e′n, n ∈ I ,
induces an(L,C)-quasi-isometryq: lim�(Xn)e → lim�(Yn)e′ wheree = (en)

�, e′ = (e′n)�, andL =
lim� Ln, C = lim� Cn providedL<∞, C <∞. Moreover, the�-limit of the imagesqn(Xn) coincides
with the image ofq.

Remark 3.15. Let qn: [0, 0n] → X be a sequence of(L,C)-quasi-geodesics in a geodesic metric space
(X,dist). Then the�-limit lim �(qn([0, 0n])) in any asymptotic cone Con�(X, e, d)is either empty, or a
bi-Lipschitz arc or a bi-Lipschitz ray or a bi-Lipschitz line. This immediately follows from Remark 3.14.

Remark 3.16. Any quasi-isometric embeddingq of (X,distX) into (Y,distY ) induces a bi-Lipschitz
embedding of Con�(X; e, d) into Con�(Y ; (q(en)), d) for every�, e andd [30].

Every finitely generated groupG= 〈X〉 can be considered a metric space where the distance between
two elementsa, b is the length of the shortest group word inX representinga−1b. The asymptotic cones of
G corresponding to different observation points are isometric[30]. Thus when we consider an asymptotic
cone of a finitely generated group, we shall always assume that the observation pointe is (1)�.

Let Gn, n ∈ I , be the metric spaceG with metric dist/dn for some sequence of scaling constants
(dn)n∈I . The set�eGn/� denoted byG�

e is a subgroup of the ultrapowerG�.
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Remark 3.17. Notice[30] that the groupG�
e acts on Con�(G; e, d) by isometries:

(gn)
�lim�(xn)= lim�(gnxn).

This action is transitive, so, in particular, every asymptotic cone of a group is homogeneous.
More generally if a groupG acts by isometries on a metric space(X,dist) and there exists a bounded

subsetB ⊂ X such thatX =GB then all asymptotic cones ofX are homogeneous metric spaces.

Definition 3.18 (asymptotic properties). We say that a spacehas a certain property asymptoticallyif
each of its asymptotic cones has this property. For example, a space may be asymptotically CAT(0),
asymptotically without cut-point, etc.

Definition 3.19 (asymptotically tree-graded spaces). Let (X,dist) be a metric space and letA = {Ai |
i ∈ I } be a collection of subsets ofX. In every asymptotic cone Con�(X; e, d), we consider the collection
of subsets

A� =
{

lim�(Ain) | (in)� ∈ I� such that the sequence

(
dist(en, Ain)

dn

)
is bounded

}
.

We say thatX isasymptotically tree-graded with respect toA if every asymptotic cone Con�(X; e, d)
is tree-graded with respect toA�.

This notion is a generalization, in the setting of metric spaces, of the usual notion of (strongly) relatively
hyperbolic group.

Corollary 4.30 will show that there is no need to vary the ultrafilter in Definition 3.19: if a space is
tree-graded with respect to a collection of subsets for one ultrafilter, it is tree-graded for any other with
respect to the same collection of subsets.

3.2. Ultralimits of asymptotic cones are asymptotic cones

Definition 3.20 (an ultraproduct of ultrafilters). Let � be an ultrafilter overI and let� = (�n)n∈I be a
sequence of ultrafilters overI . We consider each�n as a measure on the set{n} × I and� as a measure
on I .

For every subsetA ⊆ I × I we set��(A) equal to the�-measure of the set of alln ∈ I such that
�n(A ∩ ({n} × I ))= 1.

In other words

��(A)=
∫

�n (A ∩ ({n} × I )) d�(n).

Notice that this is a generalization of the standard notion of product of ultrafilters (see
[51, Definition 3.2 in Chapter VI]).

Lemma 3.21(cf. [51, Lemma 3.6 in Chapter VI]). �� is an ultrafilter overI × I .

Proof. It suffices to prove that�� is finitely additive and that it takes the zero value on finite sets.
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Let A andB be two disjoint subsets ofI × I . Then for everyn ∈ I the setsA ∩ ({n} × I ) and
B ∩ ({n} × I ) are disjoint. Hence (by the additivity of�n) for everyn ∈ I

�n((A ∪ B) ∩ ({n} × I ))= �n(A ∩ ({n} × I ))+ �n(B ∩ ({n} × I )).

Therefore (by the additivity of�)

��(A # B)= ��(A)+ ��(B).

Let nowA be a finite subset ofI × I . Then the set of numbersn for which �n(A ∩ ({n} × I ))= 1 is
empty. So��(A)= 0 by definition. �

Lemma 3.22(double ultralimit of sequences). Let�, �n, n ∈ I , be as in Definition3.20.Let r(n)k be a
uniformly bounded double indexed sequence of real numbers, k, n ∈ I . Then

lim�� r
(n)
k = lim� lim�n r

(n)
k (1)

(the internal limit is taken with respect to k).

Proof. Let r = lim�� r
(n)
k . It follows that, for everyε >0,

��{(n, k) | r(n)k ∈ (r − ε, r + ε)} = 1⇔ �{n ∈ I | �n{k | r(n)k ∈ (r − ε, r + ε)} = 1} = 1.

It follows that

�{n ∈ I | lim�n r
(n)
k ∈ [r − ε, r + ε]} = 1,

which implies that

lim� lim�n r
(n)
k ∈ [r − ε, r + ε].

Since this is true for everyε >0 we conclude that lim� lim�n r
(n)
k = r. �

Lemma 3.22 immediately implies:

Proposition 3.23(double ultralimit of metric spaces). Let� and� be as in Definition3.20.Let (X(n)
k ,

dist(n)k ) be a double indexed sequence of metric spaces, k, n ∈ I , and let e be a double indexed sequence

of pointse(n)k ∈ X
(n)
k .We denote bye(n) the sequence(e(n)k )k∈I .

The map

lim��(x
(n)
k ) �→ lim�(lim�n(x

(n)
k )) (2)

is an isometry fromlim��(X
(n)
k )e onto lim�(lim�n(X

(n)
k )e(n))e′, wheree

′
n = lim�n(e(n)).

Corollary 3.24 (ultralimits of cones are cones). Let X be a metric space. Let� and� be as above. For
everyn ∈ I let e(n) = (e

(n)
k )k∈I be an observation point, andd(n) = (d

(n)
k )k∈I be a sequence of scaling
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constants satisfyinglim�n d
(n)
k = ∞ for everyn ∈ I . Let Con�n(X; e(n), d(n)) be the corresponding

asymptotic cone of X. Then the map

lim��(x
(n)
k ) �→ lim�(lim�n(x

(n)
k )) (3)

is an isometry fromCon��(X; e, d) onto
lim�(Con�n(X; e(n), d(n)))(lim�n(e(n))),

wheree = (e
(n)
k )(n,k)∈I×I andd = (d

(n)
k )(n,k)∈I×I .

Proof. Let us prove that lim�� d
(n)
k = ∞. Let M>0. For everyn ∈ I we have that lim�n d

(n)
k = ∞,

whence�n{k ∈ I | d(n)k >M} = 1. It follows that{n ∈ I | �n{k ∈ I | d(n)k >M} = 1} = I ; therefore its

�-measure is 1. We conclude that��{(n, k) | d(n)k >M} = 1.

It remains to apply Proposition 3.23 to the sequence of metric spaces(X, (1/d(n)k )dist) and toe. �

3.3. Another definition of asymptotic cones

In [30,54] and some other papers, a more restrictive definition of asymptotic cones is used. In that
definition, the setI is equal toN and the scaling constantdn must be equal ton for everyn. We shall call
these asymptotic conesrestrictive.

It is easy to see that every restrictive asymptotic cone is an asymptotic cone in our sense. The converse
statement can well be false although we do not have any explicit examples.

Also for every ultrafilter� over I and every sequence of scaling constantsd = (dn)n∈I , there exists
an ultrafilter� over N such that the asymptotic cone Con�(X; e, d) contains an isometric copy of the
restrictive asymptotic cone Con�(X; e, (n)). Indeed, let� be a mapI → N such that�(i) = [di]. Now
define the ultrafilter� onN by�(A)=�(�−1(A)) for every setA ⊆ N.The embedding Con�(X; e, (n))→
Con�(X; e, d) is defined by lim�(xn) �→ lim�(x�(i))i∈I .

Remark 3.25. In the particular case when the sets{i ∈ I | [di] = k} are of uniformly bounded (finite)
size, this embedding is a surjective isometry[47].

The restrictive definition of asymptotic cones is, in our opinion, less natural because the�-limit of
restrictive asymptotic cones is not canonically represented as a restrictive asymptotic cone (see Corollary
3.24). Conceivably, it may even not be a restrictive asymptotic cone in general. The next statement shows
that it is a restrictive asymptotic cone in some particular cases.

Proposition 3.26. Let �n, n ∈ N, be a sequence of ultrafilters overN. Let (In) be sequence of pairwise
disjoint subsets ofN such that�n(In)=1.LetCn=Con�n(X; e(n), (n)),n ∈ N,be a restrictive asymptotic
cone of a metric space X. Then the�-limit of asymptotic conesCn is a restrictive asymptotic cone.

Proof. Let �n be the restriction of�n ontoIn, n ∈ N. ThenCn is isometric to Con�n(X; e(n), d(n)) where
d(n) is sequence of all numbers fromIn in increasing order. By Corollary 3.24, lim�(Cn)lim�n(e(n)) is the

asymptotic cone Con��(X; e, d) wheree = (e
(n)
k )(n,k)∈N×N andd = (d

(n)
k )(n,k)∈N×N. For every natural
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numbera the set of pairs(n, k) such thatd(n)k = a contains at most one element because the subsets
In ⊆ N are disjoint. It remains to apply Remark 3.25.�

3.4. Simple triangles in ultralimits of metric spaces

Definition 3.27 (k-gons). We say that a metric spaceP is a geodesic (quasi-geodesic)k-gon if it is a
union ofk geodesics (quasi-geodesics)q1, . . . , qk such that(qi)+ = (qi+1)− for everyi = 1, . . . , k (here
k + 1 is identified with 1).

For everyi=1, . . . , k, we denote the polygonal curveP \(qi−1∪ qi) byOxi (P ), wherexi = (qi−1)+=
(qi)−. When there is no possibility of confusion we simply denote it byOxi .

Lemma 3.28. (1) Let Pn, n ∈ N, be a sequence of geodesic k-gons in metric spaces(Xn,distn). Let
� be an ultrafilter overN, such thatlim�(Pn) = P , where P is a simple geodesic k-gon in the metric
spacelim�(Xn)e with metricdist.LetVn be the set of vertices ofPn in the clockwise order. LetDn be
the supremum over all points x contained in two distinct edges ofPn of the distancesdist(x,Vn). Then
lim� Dn = 0.

(2) Let P be a simple k-gon in(X,dist). For every�>0 we defineD� = D�(P ) to be the supremum
over all k-gonsP� in X that are at Hausdorff distance at most� from P and over all points x contained
in two distinct edges ofP� of the distancesdist(x,V�), whereV� is the set of vertices ofP�. Then
lim�→0D� = 0.

Proof. (1) Since the�-limit of the diameters ofPn is the diameter ofP , it follows that the diameters ofPn

are uniformly bounded�-almost surely. In particularDn is uniformly bounded�-almost surely; therefore
its �-limit exists and it is finite. Suppose that lim� Dn = 2D>0. Then�-almost surely there existsxn
contained in two distinct edges ofPn such that distn(xn,Vn)>D. Without loss of generality we may
suppose thatxn ∈ [An,Bn]∩[Bn,Cn] for everyn, where[An,Bn], [Bn,Cn] are two consecutive edges of
Pn such that lim�([An,Bn])=[A,B], lim�([Bn,Cn])=[B,C], where[A,B], [B,C]are two consecutive
edges ofP . Then lim�(xn) ∈ [A,B] ∩ [B,C], which by simplicity ofP implies that lim�(xn) = B.
On the other hand we have that distn(xn,Vn)>D, which implies that dist(lim�(xn), B)�D. We have
obtained a contradiction.

(2) Assume that lim�→0D� = 2D>0. It follows that there exists a sequence(Pn) of k-gons endowed
with metrics such that their Hausdorff distance toP tends to zero and such that there existsxn contained
in two distinct edges ofPn and at distance at leastD of the vertices ofPn. According to[33], it follows
that lim�(Pn) = P for every ultrafilter�. On the other handDn >D for all n ∈ N. We thus obtain a
contradiction of (1). �

Proposition 3.29(limits of simple polygons). Consider an ultrafilter� overN and a sequence of metric
spaces, (Xn,distn), n ∈ N. Let e ∈ �Xn/� be an observation point. For every simple geodesic triangle
 in lim�(Xn)e, for every sufficiently smallε >0 there existsk0 = k0(ε) and a simple geodesic triangle
ε with the following properties:

(a) The Hausdorff distance between andε does not exceedε.
(b) ε contains the midpoints of the edges of.
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(c) The triangleε can be written aslim�(P ε
n ), where eachP ε

n is a geodesic k-gon inXn, k�k0, P ε
n

is simple and the lengths of all edges ofP ε
n areO(1) �-almost surely.

Proof. Let A,B,C be the vertices of, in the clockwise order, and letMAB,MBC andMAC be the
midpoints of[A,B], [B,C] and[A,C], respectively.

We constructε in several steps.
StepI. Constructing not necessarily simple geodesic trianglesε.
For every small�>0 we divide each of the halves of edges of determined by a vertex and a midpoint

into finitely many segments of length at least� and at most 2�. Let V be the set of endpoints of all
these segments, endowed with the natural cyclic order. We callV a �-partition of . We assume that
{A,B,C,MAB,MBC,MAC} ⊂ V. Everyt ∈ V can be written ast = lim�(tn); henceV= lim�(Vn),
where eachVn is endowed with a cyclic order. LetPn be a geodesick-gon with verticesVn, where
k = |V|. The limit set� = lim�(Pn) is a geodesic triangle with verticesA,B,C and at Hausdorff
distance at most� from .

Notation. LetE,F be two points on an edge of�. We denote the part of the geodesic side of� between
E andF in � by [E,F ]�. If E,F are two points on an edge of, we denote the part of the side of
betweenE andF by [E,F ]. This is to avoid confusion between different geodesics joining two such
points.

StepII. Making ε simple.
For every�>0, we considerD� =D�() given by Lemma 3.28. Let

	()= inf {dist(x,Ox()) | x ∈ {A,B,C}} .
By Lemma 3.28 we have lim�→0D� = 0. Therefore, for� small enough we have

2D� + 4�< 	() andD� + 2��
1

10
min {dist(A,B),dist(B,C),dist(C,A)} . (4)

Fix a� satisfying (4), a�-partitionV of , and a corresponding triangle� = lim�(Pn).
Let A1 and A2 be the nearest toA points of V\ND�+�(A) on the edges[A,B] and [A,C],

respectively. For an appropriate choice of�, we may suppose that dist(A,A1) = dist(A,A2). We
note that dist(A,A1) ∈ [D� + �,D� + 2�]. Similarly we takeB1 ∈ [B,C] ∩ V, B2 ∈ [B,A] ∩ V

andC1 ∈ [C,A] ∩ V, C2 ∈ [C,B] ∩ V with dist(B, B1) = dist(B, B2) ∈ [D� + �,D� + 2�] and
dist(C,C1)= dist(C,C2) ∈ [D� + �,D� + 2�].

Suppose that[A1, B2]� and[B1, C2]� have a pointE in common. The definition ofD� implies that
E ∈ ND�({A,B,C}). On the other handE ∈ [A1, B2]� impliesE /∈ND�({A,B}) andE ∈ [B1, C2]�
impliesE /∈ND�({B,C}), a contradiction.

We conclude, by repeating the previous argument, that the segments[A1, B2]�, [B1, C2]� and[C1, A2]�
are pairwise disjoint. Since dist(A,A1), dist(B, B2)�D� + 2�� 1

10 dist(A,B), it follows thatMAB is
contained in [A1, B2]�. Likewise, MBC and MAC are contained in[B1, C2]� and [C1, A2]�,
respectively.

Let dA be the supremum of dist(E,A) for all E satisfying two conditions:E ∈ [A1, A]� and
dist(A2, E)+dist(E,A)=dist(A2, A). Since these two conditions define a closed set, it follows that there
existsA′ ∈ [A1, A]� such that dist(A2, A

′)+ dist(A′, A)= dist(A2, A) and dist(A,A′)= dA. Obviously
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A′ /∈ {A1, A2}. In other words,A′ is the farthest fromA point in[A1, A]� which is contained in a geodesic
joining A2 andA. HenceA′ has the property that every geodesic joining it withA2 intersects[A1, A

′]�
only inA′. Similarly we find pointsB ′ ∈ [B1, B]� andC′ ∈ [C1, C]�.

Recall that� = lim�(Pn). Let PA
n be a sequence of polygonal lines inPn with endpointsA′n, B2

n ,
having as limit[A′, B2]�. Likewise letPB

n andPC
n be sequences of polygonal lines inPn, with endpoints

B ′n, C2
n andC′n, A2

n, having as limits[B ′, C2]� and[C′, A2]�, respectively. We consider the new sequence
of polygonsP ′n=PA

n ∪[B2
n, B

′
n]∪PB

n ∪[C2
n, C

′
n]∪PC

n ∪[A2
n, A

′
n]. The limit set lim�(P ′n) is [A′, B2]�∪

gB2B ′ ∪ [B ′, C2]� ∪ gC2C′ ∪ [C′, A2]� ∪ gA2A′wheregB2B ′ = lim�([B2
n, B

′
n]) is a geodesic and likewise

for gC2C′, gA2A′ .
We have dist(C′, A)=dist(C′, A2)+dist(A2, A)=dist(C′, A2)+dist(A2, A

′)+dist(A′, A). It follows
that by joining the pairs of points(C′, A2), (A2, A

′) and(A′, A) by geodesics we obtain a geodesic from
C′ toA. In particular[C′, A2]� ∪ gA2A′ is a geodesic. Likewise,[A′, B2]� ∪ gB2B ′ and[B ′, C2]� ∪ gC2C′
are geodesics. Therefore lim�(P ′n) is a geodesic triangle′� with verticesA′, B ′, C′. By construction the
Hausdorff distance between′� and� is at mostD�+ 2�; hence the Hausdorff distance between′� and
 is at mostD� + 3�.

Suppose that two edges of′� have a common pointE. Suppose the two edges are[A′, B2]�∪gB2B ′ and
[B ′, C2]� ∪ gC2C′ . If E ∈ [A′, A1]� then dist(A,E)�D� + 2�. On the other handE ∈ [B ′, C2]� ∪ gC2C′
impliesE ∈ND�+2�([B,C]). Hence dist(A, [B,C])�2D� + 4�< 	(), a contradiction.

If E ∈ gC2C′ then dist(C,E)�D�+2� which together withE ∈ [A′, B2]�∪gB2B ′ ⊂ND�+2�([A,B])
implies dist(C, [A,B])�2D� + 4�< 	(), a contradiction.

If E ∈ [A1, B2]� thenE /∈ [B1, C2]�. Also since dist(B,E)�dist(B, B2)= dist(B, B1) it follows that
E /∈ [B ′, B1]�, a contradiction.

If E ∈ gB2B ′ then an argument similar to the previous givesE /∈ [B1, C2]�. We conclude thatE ∈
[B ′, B1]�. By the choice ofB ′ we haveE = B ′.

We conclude that′� is a simple geodesic triangle, containing the midpoints of the edges of, at
Hausdorff distance at mostD� + 3� from , and′� = lim�(P ′n), whereP ′n is a geodesicm-gon, with
m�k + 3.
StepIII . Making polygons simple.
LetDn be the supremum over all pointsx contained in two distinct edges ofP ′n of the distances from

x to the vertices ofP ′n. Applying Lemma 3.28(1), to(P ′n) and to′� = lim�(P ′n) we obtain thatDn tends
to zero asn → ∞. Let vn be a vertex ofP ′n. We consider the farthest pointv′n in the ballB(vn,2Dn)

contained in both edges of endpoint the vertexvn. Cut the bigon of verticesvn, v′n from the polygon, and
repeat this operation for every vertexvn of P ′n. As a result, we obtain a new polygonP ′′n which is simple
and at Hausdorff distance at most 2Dn from P ′n. It follows that lim�(P ′′n )= lim�(P ′n)= ′�. �

Theorem 3.30(being tree-graded is closed under ultralimits). For everyn ∈ N let Fn be a complete
geodesic metric space which is tree-graded with respect to a collectionPn of closed geodesic subsets of
Fn. Let� be an ultrafilter overN and lete ∈ �Fn/� be an observation point. The ultralimitlim�(Fn)e
is tree-graded with respect to the collection of limit sets

P� = {lim�(Mn) | Mn ∈ Pn, dist(en,Mn) bounded uniformly inn}.
Proof. Property (T1). Let lim�(Mn), lim�(M ′

n) ∈ P� be such that there exist two distinct points
x�, y� in lim�(Mn)∩ lim�(M ′

n). It follows thatx�= lim�(xn)= lim�(x′n) andy� lim�(yn)= lim�(y′n),
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Fig. 2. Properties (F1) and (F2).

wherexn, yn ∈ Mn, x
′
n, y

′
n ∈ M ′

n, dist(xn, x′n) = o(1), dist(yn, y′n) = o(1), while dist(xn, yn) = O(1),
dist(x′n, y′n)=O(1).

By contradiction suppose thatMn �= M ′
n �-almost surely. Then property(T2) of the spaceFn and

Corollary 2.11 imply thatMn projects intoM ′
n in a unique pointzn and thatzn ∈ [xn, x′n] ∩ [yn, y′n].

It follows that dist(xn, zn) = o(1) and dist(yn, zn) = o(1), and therefore that dist(xn, yn) = o(1). This
contradiction implies thatMn =M ′

n �-almost surely, so lim�(Mn)= lim�(M ′
n).

Property (T2). Let  be a simple geodesic triangle in lim�(Fn)e. Consider an arbitrary sufficiently
smallε >0 and apply Proposition 3.29. We obtain a simple geodesic triangleε satisfying properties (a),
(b), (c) in the conclusion of the proposition. In particularε = lim�(P ε

n ), whereP ε
n is a simple geodesic

polygon inFn. Property(T ′′2 ) applied toFn implies thatP ε
n is contained in one pieceMn. Consequently

ε ⊂ lim�(Mn). Property (b) ofε implies that lim�(Mn) contains the three distinct middle points of the
edges of. This and property(T1) already proven imply that all trianglesε are contained in the same
lim�(Mn). Property (a) and the fact that lim�(Mn) is closed imply that ⊂ lim�(Mn). �

Definition 3.31. Let P be a polygon with quasi-geodesic edges and with a set of verticesV. Points in
P \V are calledinterior points ofP . Letp ∈ P . Theinscribed radius inp with respect toP is either the
distance fromp to the setOp, if p is a vertex, or the distance fromp to the setP \q if p is contained in
the interior of the edgeq (Fig. 2).

Definition 3.32(fat polygons). Let ϑ>0,��1 and��4�. We call ak-gonP with quasi-geodesic edges
(ϑ, �, �)-fat if the following properties hold:

(F1) (large comparison angles, large inscribed radii in interior points) for every edgeq with endpoints
{x, y} we have

dist(q\N�ϑ({x, y}), P \q)�ϑ;

(F2) (large edges, large inscribed radii in vertices) for every vertexx we have

dist(x,Ox)��ϑ.

Remark 3.33. (1) For almost all applications, we can assume that� in that definition is equal to 2, so
the “fatness” really depends on two parameters,ϑ and�. We need� to make fatness preserved under
quasi-isometry (see Theorem 5.1).
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(2) Property (F1) implies that in each of the verticesx, y certain comparison angles are at least 1/�
and that in the interior points ofP outsideN�ϑ(V) the inscribed radius is at leastϑ.

(3) Property (F2) ensures that for every edgeq the setq\N�ϑ({x, y}) has diameter at least 2�ϑ, in
particular it is never empty. It also ensures that the inscribed radius in every vertex is at least�ϑ.

Proposition3.34(triangles in anasymptotic coneare�-limits of fat polygons). For every simplegeodesic
triangle inCon�(X; e, d), for every sufficiently smallε >0 there existsk0=k0(ε) and a simple geodesic
triangleε with the following properties:

(a) The Hausdorff distance between andε does not exceedε.
(b) ε contains the midpoints of the edges of.
(c) For everyϑ>0 and��8, the triangleε can be written aslim�(P ε

n ), where eachP
ε
n is a geodesic

k-gon in X, k�k0, andP ε
n is (ϑ,2, �)-fat�-almost surely.

Proof. Proposition 3.29 applied to(X, (1/dn)dist), �, e and implies that for everyε >0 there exists
k0=k0(ε) andε satisfying (a) and (b) and such thatε= lim�(Pn), wherePn are simple geodesick-gons
in X, 3�k�k0, such that the lengths of all edges inPn areO(dn) �-almost surely. Remark 3.2 implies
that there existsm ∈ {3, . . . , k0} such thatPn havem edges�-almost surely. Letϑ>0 and��8. We
modify the sequence of polygons(Pn) so that their limit set stays the same while the polygons become
(ϑ,2, �)-fat.

Let Vn = {vn1, vn2, . . . , vnm} be the set of vertices ofPn in the clockwise order. We denote the limit
set lim�(Vn) by V, and we endow it with the clockwise order onε. There exists�>0 such that for
everyv ∈ V, the distance betweenv andOv(ε) is at least 2�, whereOv(ε) is taken inε considered
as a polygon with verticesV. It follows that �-almost surely for everyi ∈ {1,2, . . . , m} we have
dist(vni ,Ovni

(Pn))��dn. In particular,�-almost surely all the edges ofPn have length at least�dn.
Convention: In what follows we use the notation[vni , vni+1] for a generic edge ofPn, wherei + 1 is

taken modulom.
Let �n be the supremum of distances dist(x,Vn) for all x ∈ [vni , vni+1]∩N�ϑ([vnj , vnj+1]), i �= j, i, j ∈

{1,2, . . . , m}. Suppose that lim�(�n/dn)=2�>0.Then there existxn ∈ [vni , vni+1]∩N�ϑ([vnj , vnj+1]), i �=
j, i, j ∈ {1,2, . . . , m}, with dist(xn,Vn)��dn �-almost surely. Taking the�-limit, we get a contradic-
tion with the fact thatε is simple. Therefore lim�(�n/dn)= 0.

Notation. We denote byN the set of alln ∈ N such that for everyi ∈ {1,2, . . . , m} we have
dist(vni ,Ovni

)��dn and such that�dn�2�n + 2+ (2�+ 1)ϑ. ObviouslyN ∈ �.

Let [vni−1, v
n
i ] and [vni , vni+1] be two consecutive edges ofPn. Let v̄ni be the farthest point ofvni in

[vni−1, v
n
i ] ∩N�n+1(v

n
i ) contained in the�ϑ-tubular neighborhood of a different edgep of Pn. The edge

p has to be at a distance at most�n + 1+ �ϑ from vni . It follows that for everyn ∈ N the edgep must be
[vni , vni+1]. Thereforev̄ni is the farthest fromvni point in [vni−1, v

n
i ] contained inN�ϑ([vni , vni+1]). Let ṽni

be the farthest fromvni point tn ∈ [vni , vni+1] such that dist(v̄ni , tn)��ϑ.It follows that dist(v̄ni , ṽ
n
i ) = �ϑ.

We modifyPn by replacing[v̄ni , vni ] ∪ [vni , ṽni ] with a geodesic[v̄ni , ṽni ]. We repeat the argument for each
of the vertices ofPn, and in the end we obtain a sequence of polygonsP ′n with at most 2m edges each.
As the Hausdorff distance betweenP ′n andPn is at most�n + 1+ �ϑ, lim�(P ′n)= lim�(Pn).

Let us show that forn ∈ N, P ′n is (ϑ,2, �)-fat.
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Verification of property(F1) for n ∈ N.
There are two types of edges inP ′n: edges of the form[ṽni , v̄ni+1], which we shall callrestricted edges,

and edges of the form[v̄ni , ṽni ], which we shall calladded edges. We denote byREn the union of the
restricted edges ofP ′n and byAEn the union of the added edges ofP ′n.

Let [ṽni , v̄ni+1] be a restricted edge. We first show that forn ∈ N,

dist([ṽni , v̄ni+1]\N2ϑ({ṽni , v̄ni+1}),REn\[ṽni , v̄ni+1])�ϑ.

Suppose there existsy in [ṽni , v̄ni+1]\N2ϑ({ṽni , v̄ni+1}) contained inNϑ([ṽnj , v̄nj+1]) which is inside
Nϑ([vnj , vnj+1]), with j �= i. Then y ∈ N�n+1({vni , vni+1}). The choice ofv̄ni+1 implies thaty ∈
N�n+1(v

n
i ). Therefore dist(vni , [vnj , vnj+1])��n + 1+ ϑ. The previous inequality implies thatj = i − 1

for n ∈ N.
Hence there existst ∈ [ṽni−1, v̄

n
i ] such that dist(t, y)< ϑ. By the definition ofv̄ni we havet = v̄ni . This

contradicts the choice of̃vni .
Now let us show that forn ∈ N,

dist([ṽni , v̄ni+1]\N2ϑ({ṽni , v̄ni+1}),AEn)�ϑ.

Suppose there existsz in [ṽni , v̄ni+1]\N2ϑ({ṽni , v̄ni+1}) contained inNϑ([v̄nj , ṽnj ]). It follows that z
belongs to the(�n+�ϑ+1)-neighborhood ofvnj and that dist(vnj , [vni , vni+1])��n+�ϑ+1. Forn ∈ N this
implies thatj ∈ {i, i + 1}. Supposej = i (the other case is similar). Lett ∈ [v̄ni , ṽni ] with dist(t, z)�ϑ.
Then dist(ṽni , t)�dist(ṽni , z) − dist(t, z)�2ϑ − ϑ�dist(t, z). It follows that dist(v̄ni , z)�dist(v̄ni , t) +
dist(t, z)�dist(v̄ni , t)+ dist(ṽni , t)dist(v̄ni , ṽ

n
i )= �ϑ. This contradicts the choice ofṽni .

Now consider an added edge[v̄ni , ṽni ] ⊂ B(vni , �n + 1 + �ϑ). Let n ∈ N. If there existsu ∈
[v̄ni , ṽni ]\N2ϑ({v̄ni , ṽni }) contained inNϑ([v̄nj , ṽnj ]) with j �= i thenu ∈ N�n+1+(�+1)ϑ(v

n
j ). It follows

that dist(vni , v
n
j )�dist(vni , u)+ dist(u, vnj )�2�n + 2+ (2�+ 1)ϑ. This contradicts the fact thatn ∈ N.

If there existss ∈ [v̄ni , ṽni ]\N2ϑ({v̄ni , ṽni }) contained in theϑ-tubular neighborhood of[ṽnj , v̄nj+1] then
vni ∈ N(�+1)ϑ+�n+1([vnj , vnj+1]), which together with the hypothesisn ∈ N implies thatj ∈ {i − 1, i}.
The fact that dist(s, ṽni )�2ϑ together with the choice of̃vni implies that dist(s, [ṽni , v̄ni+1])�2ϑ. The
fact that dist(s, v̄ni )�2ϑ together with the choice of̄vni implies that dist(s, [ṽni−1, v̄

n
i ])�2ϑ. Therefore

j /∈ {i − 1, i}, a contradiction.
Verification of property(F2) for n ∈ N.
Let v̄ = v̄ni be a vertex ofP ′n and letv = vni . We have thatOv̄(P

′
n)= (REn\[ṽni−1, v]) ∪ (AEn\[v̄, ṽni ]).

The setREn\[ṽni−1, v̄] is composed of[ṽni , v̄ni+1] and of a partRE′n contained inOv(Pn). By con-
struction we have dist(v̄, [ṽni , v̄ni+1])��ϑ. On theother hand dist(v̄,RE′n)�dist(v,RE′n) − dist(v̄, v)�
dist(v,Ov(Pn))− �n − 1��dn − �n − 1, which is larger that�ϑ for n ∈ N.

SinceAEn\[v̄, ṽni ] ⊂N�n+1+�ϑ(Vn\{v}) it follows that

dist(v̄,AEn\[v̄, ṽni ])�dist(v,Vn\{v})− �n − 1− (�n + 1+ �ϑ)��dn − (2�n + 2+ �ϑ)��ϑ

for n ∈ N.
Now let ṽ = ṽni be a vertex ofP ′n. We have thatOṽ(P

′
n)= (REn\[ṽ, v̄ni+1]) ∪ (AEn\[v̄, ṽ]). As before,

we show that dist(ṽ,AEn\[v̄, ṽ])��ϑ for n ∈ N.
The setREn\[ṽ, v̄ni+1] is composed of[ṽni−1, v̄] and ofRE′n. As above, dist(ṽ,RE′n)��ϑ for n ∈ N.

The distance dist(ṽ, [ṽni−1, v̄]) is at least�ϑ by the choice of̄v.
We conclude that forn ∈ N the polygonP ′n is (ϑ,2, �)-fat. �
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Fig. 3. Property (	2).

4. A characterization of asymptotically tree-graded spaces

In this section, we find metric conditions for a metric space to be asymptotically tree-graded with
respect to a family of subsets.

Theorem 4.1 (a characterization of asymptotically tree-graded spaces). Let (X,dist) be a geodesic
metric space and letA={Ai | i ∈ I } be a collection of subsets of X. Themetric space X is asymptotically
tree-graded with respect toA if and only if the following properties are satisfied:

(	1) For every�>0 the diameters of the intersectionsN�(Ai)∩N�(Aj ) are uniformly bounded for all
i �= j .

(	2) For every� from [0, 1
2) there exists a numberM>0 such that for every geodesicq of length0 and

everyA ∈A with q(0), q(0) ∈N�0(A) we haveq([0, 0]) ∩NM(A) �= ∅.
(	3) For everyk�2 there existϑ>0, ��8 and�>0 such that every k-gon P in X with geodesic edges

which is(ϑ,2, �)-fat satisfiesP ⊂N�(A) for someA ∈A (Fig. 3).

Remark 4.2. (1) If the spaceX is asymptotically uniquely geodesic (for instance asymptoticallyCAT(0))
then in(	3) it is enough to considerk = 3 (only triangles).

(2) From the proof of Theorem 4.1, it will be clear that conditions(	2), (	3) can be replaced by the
following stronger conditions:

(	′2) For everyL�1,C�0, and�∈[0, 1
2) there existsM>0 such that for every(L,C) -quasi-geodesicq

defined on[0, 0] and everyA∈A such thatq(0), q(0)∈N�0/L(A) we haveq([0, 0]) ∩NM(A)�=∅.
(	′3) For everyL�1,C�0 andk�2, and for every��1 and��4�, there existϑ0>0 such that for every

ϑ�ϑ0 everyk-gonPwith (L,C)-quasi-geodesic edges which is(ϑ, �, �)-fat is contained inN�(A)

for someA ∈A, where�= �L2ϑ+ c with c a constant independent ofϑ.

(3) Also from the proof of Theorem 4.1, it will be clear that for every�� 1
2 the condition(	2) can be

replaced by the following weaker condition:

(	�
2) For every� from [0, �) there exists a numberM>0 such that for every geodesicq of length0 and

everyA ∈A with q(0), q(0) ∈N�0(A) we haveq([0, 0]) ∩NM(A) �= ∅.

(Notice that condition(	2) is the same as the condition(	1/2
2 ).)
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(4) If A={Ai | i ∈ I } satisfies conditions(	1), (	2), (	3), then the familyNc(A)={Nc(Ai) | i ∈ I }
also satisfies these conditions, for everyc >0.

Proof of Theorem 4.1. First we show that conditions(	1), (	�
2) (for an arbitrary�� 1

2) and(	3) imply
thatX is asymptotically tree-graded with respect toA.

Lemma 4.3((	1) and (	�
2) imply uniform quasi-convexity). Let (X, d) be a geodesic metric space and

letA = {Ai | i ∈ I } be a collection of subsets of X satisfying properties(	1) and (	�
2) for some�. Let

M0=M0(�) be the number from property(	�
2) corresponding to�= 2

3�.
There existst >0 such that for everyA ∈ A, M�M0 andx, y ∈ NM(A), every geodesic joining x

and y in X is contained inNtM(A).

Proof. Suppose, by contradiction, that for everyn ∈ N there existMn�M0, xn, yn ∈ NMn(An) and a
geodesic[xn, yn] not contained inNnMn(An). For everyn�1 let Dn be the infimum of the distances
between pointsx, y ∈NMn(A) for someA ∈A such that[x, y] /⊂NnMn(A) for some geodesic[x, y].

We note thatDn�2(n−1)Mn�2(n−1)M0; hence limn→∞Dn=∞. For everyn�1, choosexn, yn ∈
NMn(An) such that dist(xn, yn) = Dn + 1. Also choosean, bn ∈ [xn, yn] such that dist(xn, an) =
dist(yn, bn)=�(Dn+1)/2. Then dist(an, An)�dist(an, xn)+dist(xn, An)��(Dn+1)/2+Mn��(Dn+
1)/2+ (Dn + 1)/2(n − 1). Likewise dist(bn, An)��(Dn + 1)/2+ (Dn + 1)/2(n − 1). On the other
hand dist(an, bn)�dist(xn, yn) − dist(xn, an) − dist(yn, bn)�(1 − �)(Dn + 1). For n large enough
we have�/2+ 1/2(n − 1)� 2

3�. We apply(	�
2) with � = 2

3� to [an, bn] and we deduce that there ex-
ists zn ∈ [an, bn] ∩NM0(An). We have that either[xn, zn] /⊂ NnMn(An)or [zn, yn] /⊂ NnMn(An),
while dist(xn, zn),dist(zn, yn)�(1− �/2)(Dn+ 1)<Dn for n large enough. This contradicts the choice
of Dn. �

Lemma 4.4. Let (X, d) be a geodesic metric space and letA= {Ai | i ∈ I } be a collection of subsets
of X satisfying properties(	1) and(	�

2) for some�. Then in every asymptotic coneCon�(X; e, d), every
setlim�(An) is connected and a geodesic subspace.

Proof. Indeed, consider any two pointsx = lim�(xn), y = lim�(yn) in lim�(An), and geodesicsqn
connectingxn, yn in X. Then by Lemma 4.3,qn is insideNM(An) for some fixedM. Therefore the
geodesic lim�(qn) is inside lim�(NM(An))= lim�(An). �

Lemma 4.5. Let (X, d) be a geodesic metric space and letA= {Ai | i ∈ I } be a collection of subsets
of X satisfying properties(	1) and(	�

2). Then in every asymptotic coneCon�(X; e, d) the collection of
subsetsA� satisfies(T1).

Proof. Suppose that, in an asymptotic cone Con�(X; e, d) of X, the intersection lim�(Ain)∩ lim�(Ajn)

contains two distinct points lim�(xn), lim�(yn) but Ain �= Ajn �-almost surely. For everyn�1 con-
sider a geodesic[xn, yn]. Its length0n is O(dn) while �n defined as the maximum of the distances
dist(xn, Ain),dist(xn, Ajn),dist(yn, Ain),dist(yn, Ajn), is o(dn). According to Lemma 4.3,[xn, yn] is
contained inNt�n(Ain) ∩Nt�n(Ajn) for somet >0.

Consideran, bn ∈ [xn, yn] at distance 6t�n from xn andyn, respectively. Property(	�
2) can be applied

twice, to [xn, an] ⊂ [xn, yn] andAin (resp.Ajn) for n large enough. It implies that there existzn ∈
[xn, an] ∩NM0(Ain) andz′n ∈ [xn, an] ∩NM0(Ajn) (whereM0 is the same as in Lemma 4.3). A similar
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argument for[bn, yn] ⊂ [xn, yn] andAin (resp.Ajn) implies that there existun ∈ [bn, yn] ∩NM0(Ain)

andu′n ∈ [bn, yn] ∩NM0(Ajn). Hence[an, bn] ⊂ [zn, un] ⊂ NtM0(Ain) and [an, bn] ⊂ [z′n, u′n] ⊂
NtM0(Ajn). It follows that [an, bn] ⊂ NtM0(Ain) ∩ NtM0(Ajn), while dist(an, bn) = O(dn). This
contradicts property(	1). �

Lemma 4.6(asymptotic(T1) and(	3) implies asymptotic(T2)). Let(X,dist) be a geodesic metric space
and letA = {Ai | i ∈ I } be a collection of subsets of X. Suppose that property(	3) holds. Then every
simple geodesic triangle in any asymptotic coneCon�(X; e, d) is contained in one of the sets fromA�.

Proof. Let  be a simple geodesic triangle in Con�(X; e, d). Let εm = 1/2m be fixed, for every large
enough integerm. By Proposition 3.34, we can findk0 and a simple trianglem = εm = lim�(Pm

n )

satisfying properties (a),(b) and (c) forϑ and��8 given by(	3) for k0(εm). It follows that�-almost
surely,Pm

n are contained inN�(An) for someAn ∈ A. We conclude thatm ⊂ A� = lim�(An). By
property (b) all trianglesm have at least 3 distinct points in common (e.g. the midpoints of the edges of
). This and property(T1) of the collectionA� imply that the setA� is independent ofm. Since is a
Hausdorff limit ofm andA� is closed (see Remark 3.10), we deduce that ⊂ A�. �

Lemmas 4.4, 4.5 and 4.6 show that(	1), (	�
2) and(	3) imply that the spaceX is asymptotically tree-

graded. Now we prove the (stronger version of the) converse statement.

Lemma 4.7 (asymptotic(T1) implies (	1)). Let (X,dist) be a geodesic metric space asymptotically
satisfying(T1) with respect toA. Then X satisfies(	1) with respect toA.

Proof. By contradiction, supposeX asymptotically satisfies(T1) but for some�>0 there exists a se-
quence of pairs of pointsxn, yn in N�(Ain) ∩N�(Ajn), whereAin andAjn are distinct sets inA, with
limn→∞ dist(xn, yn)=∞. Set the observation pointeto be(xn)�, and letdn=dist(xn, yn) for everyn�1.
ThenM1= lim�(Ain) andM2= lim�(Ajn) are not empty, so these are distinct pieces in Con�(X; e, d).
The limitsx = lim�(xn) andy = lim�(yn) are distinct points in Con�(X; e, d) that belong to bothM1
andM2. This contradicts(T1). �

Definition 4.8 (almost closest points). Let x ∈ X, A,B ⊆ X. A point y ∈ A is called analmost closest
to x point in Aif dist(x, y)�dist(x,A)+1. Pointsa ∈ A, b ∈ B are calledalmost closest representatives
of A and Bif dist(a, b)�dist(A,B)+ 1.

Definition 4.9 (almost projection). Let x be a point inX andA ⊂ X. Thealmost projection of x on Ais
the set of almost closest toxpoints inA. For every subsetBof Xwe define thealmost projectionprojA(B)

of B ontoA as
⋃

b∈B projA(b).

Remark 4.10. If all A ∈A were closed sets and the spaceXwas proper (i.e. all balls inX compact) then
we could use closest points and usual projections instead of almost closest points and almost projections.

Lemma 4.11. If the space X is asymptotically tree-graded with respect toA then for everyx ∈ X,
A ∈A, with dist(x,A)= 2d

diam(projA(Nd(x))= o(d).
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Proof. Suppose there existsε >0 andxn ∈ X,An ∈Awith dist(xn, An)=2dn, limn→∞ dn=∞, and the
projection projAn

(Ndn(xn)) is of diameter at leastεdn. Lete= (xn) andd= (dn). In the asymptotic cone
Con�(X; e, d), we have the pointx= lim�(xn) at distance 2 ofA= lim�(An), two pointsy, z ∈N1(x),
and two pointsy′, z′ in A such thaty′, z′ are the respective projections ofy, z ontoA, but dist(y′, z′)�ε.
This contradicts Lemma 2.8.�

Lemma 4.12(asymptotically tree-graded implies(	′2)). Let (X,dist) be a geodesic metric space which
is asymptotically tree-graded with respect toA. Then X satisfies(	′2).

Proof. Fix L�1, C�0. By contradiction, suppose that for some fixed� ∈ [0, 1
2) there exists a sequence

of (L,C)-quasi-geodesicsqn: [0, 0n] → X and a sequence of setsAn ∈ A, such thatqn(0), qn(0n) ∈
N�0n/L(An) and dist(qn([0, 0n]), An) = 2Dn, limn→∞Dn = ∞. Since dist(qn([0, 0n]), An)�L0n +
�0n/L this implies limn→∞ 0n =∞.

Let t0=0< t1< · · ·< tm−1< tm=0n be such that(Dn−C)/2L�dist(ti, ti+1)�(Dn−C)/L for all i ∈
{0,1, . . . , m−1}. We havem�3L0n/Dn for large enoughn. Letyi be an almost projection ofqn(ti) onto
An.According to Lemma 4.11, dist(yi, yi+1)=o(Dn). Consequently dist(qn(0), qn(0n))�dist(qn(0), y0)

+∑m−1
i=0 dist(yi, yi+1)+dist(ym, qn(0n))�2�0n/L+m ·o(Dn)�2�0n/L+3Lo(1)0n. On the other hand

dist(qn(0), qn(0n))�0n/L− C. This is a contradiction with�< 1
2. �

It remains to prove that being asymptotically tree-graded implies(	3).

Definition 4.13(almost geodesics). If an (L,C)-quasi-geodesicq is L-Lipschitz thenq will be called an
(L,C)-almost geodesic.

Remark 4.14. Every(L,C)-quasi-geodesic in a geodesic metric space is at bounded (in terms ofL,C)
distance from an(L+ C,C)-almost geodesic with the same endpoints[12, Proposition 8.3.4].

Lemma 4.15(A is uniformly quasi-convex with respect to quasi-geodesics). Let X be a geodesic metric
space which is asymptotically tree-graded with respect to a collection of subsetsA. For everyL�1 and
C�0, there existst�1 such that for everyd�1 and for everyA ∈ A, every(L,C)-quasi-geodesic
joining two points inNd(A) is contained inNtd (A).

Proof. Suppose by contradiction that there exists a sequenceqn : [0, 0n] → X of (L,C)-quasi-geodesics
with endpointsxn, yn ∈Ndn(An) such that there existszn ∈ qn([0, 0n])with kn=dist(zn, An)�ndn�n.
By Remark 4.14, we can assume that eachqn is an(L+C,C)-almost geodesic. This allows us to choose
zn ∈ qn([0, 0n]) so that dist(zn, An) is maximal. In Con�(X; (zn), (kn)), the limit setq=lim�(qn) is either
a topological arc with endpoints in lim�(An) and not contained in lim�(An), or a bi-Lipschitz ray with
origin in lim�(An) or a bi-Lipschitz line (Remark 3.15). Notice also thatq is contained inN1(lim�(An)).
In all three cases we obtain a contradiction with Corollary 2.9.�

Let (X,dist) be a geodesic space that is asymptotically tree-graded with respect to the collection of
subsetsA.

Notation. For everyL�1, C�0, we denote byM(L,C) the constant given by(	′2) for �= 1
3. We also

denote by dist the distance function in any of the asymptotic cones ofX.
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Conventions: To simplify the notations and statements, in the sequel we shall not mention the constants
L�1 andC�0 for each quasi-geodesic anymore. We assume that all constants provided by the following
lemmas in the section depend onL andC.

Lemma 4.16. Let qn: [0, 0n] → X, n�1, be a sequence of(L,C)-quasi-geodesics in X and letAn,
n�1, be a sequence of sets inA. Suppose thatdist(qn(0), An) = o(0n),dist(qn(0n), An) = o(0n) �-
almost surely. Then there existst1n ∈ [0, 1

30n], t2n ∈ [230n, 0n] such thatqn(t in) ∈NM(An), i=1,2,where
M =M(L,C), �-almost surely.

Proof. By Lemma 4.15, the quasi-geodesicqn is insideNtn(An) for tn= o(0n). It remains to apply(	′2)
to the quasi-geodesicsqn([0, 1

30n]) andqn([230n, 0n]). �

Lemma 4.17(linear divergence). For everyε >0 and everyM�M(L,C) there existstε >0 such that
if A ∈A, q is a quasi-geodesic with origina ∈NM(A), such thatq ∩NM(A)= {a} andt� tε, then

dist(q(t), A)> (1− ε)dist(q(t), a).

Proof. We suppose that for someε >0 there exists a sequenceAn ∈A, a sequenceqn of quasi-geodesics
with origin an ∈NM(An) such thatqn ∩NM(An)={an}, and a sequence of numberstn →∞ with the
property

dist(qn(tn), An)�(1− ε)dist(qn(tn), an).

In Con�(X; (an), (tn)), we obtain the pointsa = lim�(an) ∈ lim�(An) andb = lim�(qn(tn)), joined
by the bi-Lipschitz arcq([0,1])= lim�(qn([0, tn])), such that

dist(b, lim�(An))�(1− ε)dist(b, a).

It follows that the projection ofb on lim�(An) is a pointc �= a. Corollary 2.11 implies thatq([0,1])
containsc and Corollary 2.10 implies that a sub-arcq([0,2�]) of q([0,1]) is contained in lim�(An).
We apply Lemma 4.16 to the sub-quasi-geodesicqn([0, �tn]) and obtain that this sub-quasi-geodesics
intersectsNM(An) in a point different froman, a contradiction. �

Lemma 4.18. For everyε >0, �>0 andM�M(L,C) there existsD>0 such that for everyA ∈ A

and every two quasi-geodesicsqi : [0, 0i] → X, i=1,2, that connecta ∈NM(A)with two pointsb1 and
b2, respectively, if the diameter ofq1 ∩NM(A) does not exceed�, b2 ∈ NM(A), anddist(a, b2)�D

then

dist(b1, b2)�
1

L+ ε
(01+ 02).

Proof. Suppose there exist sequencesq
(n)
i : [0, 0(n)i ] → X, i = 1,2, n�1, of pairs of quasi-geodesics

joining a(n) ∈ NM(An) to b
(n)
i such thatq(n)1 ∩NM(An) has diameter at most�, b(n)2 ∈ NM(An),

limn→∞ dist(a(n), b(n)2 )=∞, but

dist(b(n)1 , b
(n)
2 )�

1

L+ ε
(0

(n)
1 + 0

(n)
2 ). (5)
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Fig. 4. Lemma 4.19.

Denote dist(a(n), b(n)1 ) by fn and dist(a(n), b(n)2 ) by dn. Since0(n)1 �L(fn + C), 0(n)2 �L(dn + C), for
every large enoughn the inequality (5) implies that

dist(b(n)1 , b
(n)
2 )�(1− �)(fn + dn) (6)

for some�>0.
CaseI. Suppose that lim�(fn/dn)<∞. In the asymptotic cone Con�(X; (an), (dn)), the two points

lim�(b
(n)
i ), i = 1,2, are joined by the Lipschitz arc lim�(q(n)1 ) ∪ lim�(q

(n)
2 ) (it is Lipschitz as any union

of two Lipschitz arcs). Lemma 4.17 implies that

lim�(q
(n)
1 ) ∩ lim�(q

(n)
2 )= lim�(a(n))

(here we use the fact that the diameters of the intersectionsq
(n)
1 with NM(An) are uniformly bounded,

so we can cut a comparatively little piece of eachq(n)1 to make it satisfy the conditions of Lemma 4.17).

Thus the points lim�(b(n)i ) are joined by the simple arc lim�(q(n)1 )∪ lim�(q
(n)
2 ). This and property(T ′2)

imply that every geodesic joining lim�(b(n)1 ) and lim�(b
(n)
2 ) contains lim�(a(n)). Therefore

dist(lim�(b
(n)
1 ), lim�(b

(n)
2 ))= dist(lim�(b

(n)
1 ), lim�(a(n)))+ dist(lim�(a(n)), lim�(b

(n)
2 )).

This contradicts inequality (6).
CaseII. Suppose that lim�(fn/dn) = ∞. In the asymptotic cone Con�(X; (a(n)), (fn)), we denote

a= lim�(a(n))= lim�(b
(n)
2 ) ∈ lim�(An) andb= lim�(b

(n)
1 ). Then inequality (6) implies that dist(a, b)�

(1− �)dist(a, b), a contradiction. �

Lemma 4.19. For everyM�M(L,C), ε >0 and�>0 there existsD′>0 such that for everyA ∈ A,
and every two quasi-geodesicsqi : [0, 0i] → X, i = 1,2, joining a inNM(A) with bi , if the diameter
of q1 ∩NM(A) does not exceed�, b2 ∈ NM(A), dist(a, b2)�D′, then the unionq1 # q2 of these two
quasi-geodesics is an(L+ ε,K)-quasi-geodesic, whereK = 2D′ (Fig. 4).
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Proof. Let q= q1 # q2: [0, 01+ 02] → X. For every[t1, t2] ⊂ [0, 01+ 02] we have

dist(q(t1), q(t2))�L(t2− t1)+ 2C

by the triangular inequality. This implies dist(q(t1), q(t2))�(L+ ε)(t2− t1)+K, for K�2C. We need
to prove that for some well-chosenK we have

1

L+ ε
(t2− t1)−K�dist(q(t1), q(t2)). (7)

We consider the constantD given by Lemma 4.18 and setD′ = 2L2(D + C)+ C andK = 2D′. The
hypothesis dist(a, b2)�D′ implies that02�2L(D + C).

Let [t1, t2] ⊂ [0, 01+ 02]. If t2− t1 is smaller than 2L(D+C) then (7) obviously holds. Suppose that
t2− t1�2L(D+C). If [t1, t2] ∩ [01, 01+ 02] is an interval of length at leastL(D+C) then the distance
betweenq(01) andq(t2) is bigger thanD. Lemma 4.18 implies (7).

The same inequality is true if(t1, t2) does not contain01. Suppose that[t1, t2] ∩ [01, 01 + 02] is a
non-trivial interval of length at mostL(D + C). Then

dist(q(t1), q(t2))�dist(q(t1), q(01))− dist(q(t2), q(01))

�
1

L
(01− t1)−D′� 1

L
(t2− t1)− 2D′

and (7) holds. �

Definition 4.20(saturations). For every(L,C)-quasi-geodesicq in Xwe define thesaturationSat(q) as
the union ofq and allA ∈A with NM(A) ∩ q �= ∅.

Lemma 4.21. Let qn be a sequence of(L,C)-quasi-geodesics in X. In every asymptotic coneCon�

(X; e, d) if the limit lim�(Sat(qn)) is not empty then it is either a piecelim
�(An) fromA�, or the union

of p= lim�(qn) and a collection of pieces fromA� such that each piece intersectslim�(qn) in at least
one point and all pieces fromA� that intersectlim�(qn) in a non-trivial sub-arc are in the collection
(recall that by Corollary2.10if a piece in a tree-graded space intersects an arc in more than two points
then it intersects the arc by a sub-arc).

Proof. CaseI. Suppose that lim�(dist(en, qn)/dn)<∞. Let un ∈ qn be an almost closest point toen
in qn.

Suppose that a pieceA = lim�(An) intersectsq = lim�(qn) in an arcq([t1, t2]), t1< t2. This arc is
a limit of sub-quasi-geodesicsq′n of qn defined on intervals of length(t2 − t1)dn. The ends ofq′n are at
distanceo(dn) from An �-almost surely. Lemma 4.16 implies that�-almost surelyAn ⊆ Sat(qn) since
diam(NM(An) ∩ qn)=O(dn).

SupposeA is such thatAn ⊆ Sat(qn) and lim�(dist(en, An)/dn)<∞. Let an be an almost nearest
point toun in qn ∩NM(An). Lemma 4.15 implies that the sub-arcq′n of qn with endpointsun andan is
contained�-almost surely inNtn(An) for some numbertn =O(dn). If lim �(dist(un, an)/dn)=∞ then
by applying Lemma 4.16 we obtain (�-almost surely) a point inqn ∩NM(An) nearer toun thanan by
a distanceO(dn), a contradiction. Hence lim� dist(un, an)/dn <∞. Thena = lim�(an) exists and is an
intersection point ofAwith q.
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CaseII. Suppose that lim�(dist(en, qn)/dn) =∞. LetAn ⊂ Sat(qn) be such that lim�(dist(en, An)/

dn)<∞. We haveA= lim�(An) ⊆ lim�(Sat(qn)). Suppose there existsB= lim�(Bn) ⊂ lim�(Sat(qn))
with B �= A whenceBn �= An �-almost surely.

For everyn�1, let yn be an almost closest toen point inAn. Also pick bn = qn(tn) ∈ NM(Bn). If
dist(tn, q−1

n (NM(An))) = 0 then we setsn = tn. Otherwise letsn be the almost closest totn number
in q−1

n (NM(An)). We assume thatsn� tn otherwise we can reverse the orientation ofqn. Then the
diameter of the intersection ofqn([sn, tn]) with NM(An) is bounded in terms ofL,C. By Lemma
4.19,rn = [yn, qn(sn)] ∪qn([sn, tn]) is an(L+ ε,K)-quasi-geodesic where[yn, qn(sn)] is any geodesic
connectingyn andqn(sn) in X.

Notice that dist(yn, Bn)�O(dn), qn(tn) ∈ Bn. Then by Lemma 4.15,rn ⊆ NO(dn)(Bn) �-almost
surely. Applying Lemma 4.16 we findy′n, a′n in [yn, qn(sn)] with dist(y′n, a′n) = O(dn) which belong to
bothNM(An) andNM(Bn). This contradicts property(	1).

Thus we can conclude that there is no sequenceBn ⊂ Sat(qn) with Bn �= An �-almost surely, such
that lim�(dist(en, Bn)/dn)<∞. Hence in this case lim�(Sat(qn))= A. �

Lemma 4.22. For everyd >0, every(L,C)-quasi-geodesicq and everyA ∈ A, NM(A) ∩ q = ∅, the
diameter ofNd(A) ∩Nd(Sat(q)) is bounded in terms ofd, L,C.

Proof. Suppose that for somed >0 and some(L,C) there exist sequences of(L,C)-quasi-geodesics
qn, of setsAn ∈A,An /⊂ Sat(qn), and of pointsxn, yn ∈Nd(An)∩Nd(Sat(qn)) such that the sequence
dist(xn, yn)= pn is unbounded. Consider the corresponding asymptotic cone Con�(X; (xn), (pn)). The
limit sets lim�(An) and lim�(Sat(qn)) contain pointsx = lim�(xn) and y = lim�(yn) in common,
dist(x, y) = 1. By Lemma 4.21, either lim�(Sat(qn)) is lim�(A′n) with A′n ∈ A, A′n �= An �-almost
surely, or lim�(Sat(qn)) is equal toY (q) whereq is the arc lim�(qn), and lim�(An) /⊂ lim�(Sat(qn)). In
the first case we get a contradiction with property (T1) for A. In the second case we get a contradiction
with Lemma 2.23(2). �

Lemma 4.23(uniform variant of Lemma 4.11 for saturations). For everyx ∈ X and every(L,C)-quasi-
geodesicq in X withdist(x,Sat(q))= 2d,

diam(projSat(q)(Nd(x))= o(d).

Proof. By contradiction, suppose that there exists a sequence of quasi-geodesicsqn and pointsxn with
lim� dist(xn,Sat(qn))=2dn such that lim� dn=∞, and the almost projection ofNdn(xn) on Sat(qn) has
diameter at leasttdn for some fixedt. In the asymptotic cone Con�(X, (xn), (dn)) we have, according to
Lemma 4.21, that lim�(Sat(qn)) is either one piece or a set of typeY. We apply Lemma 2.23(2), and get
a contradiction. �

Lemma 4.24(uniform property(	′2) for saturations). For every��1, ��0 and� ∈ [0, 1
2) there exists

R such that for every(�, �)-quasi-geodesicc : [0, 0] → X joining two points inN�0/L(Sat(q)), whereq
is a quasi-geodesic, we havec([0, 0]) ∩NR(Sat(q)) �= ∅ (in particular, the constant R does not depend
onq).

Proof. One can simply repeat the argument of Lemma 4.12 but use Lemma 4.23 instead of
Lemma 4.11. �
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Lemma 4.25(uniform quasi-convexity of saturations). For every��1, ��0, there exists� such that
for everyR�1, for every quasi-geodesicq, the saturationSat(q) has the property that every(�, �)-
quasi-geodesicc joining two points in its R-tubular neighborhood is entirely contained in its�R-tubular
neighborhood.

Proof. By Remark 4.14, it is enough to prove the statement for(�, �)-almost geodesicsc. Suppose there
exists a sequence of quasi-geodesicsqn, a sequence of numbersRn�1, a sequencecn of (�, �)-almost
geodesics joining the pointsxn, yn in theRn-tubular neighborhood of Sat(qn) such thatcn is not contained
in thenRn-tubular neighborhood of Sat(qn).

Let zn ∈ cn be such thatdn = dist(zn,Sat(qn)) is maximal. By Lemma 4.21, in the asymptotic cone
Con�(X; (zn), (dn)), we have thatS = lim�(Sat(qn)) is either one piece or a setY (q) of typeY. On the
other hand by Remark 3.15 lim�(cn) is either a topological arc with endpoints inSand not contained in it,
or a bi-Lipschitz ray with origin inSor a bi-Lipschitz line. In addition, lim�(cn) is contained inN1(S).
In all three cases Lemma 2.23(2) and Corollary 2.9 give a contradiction.�

Lemma 4.26(saturations of polygonal lines). Let X be a geodesic metric space. Then the following is
true for everyk�1.

(1) For everyn�1, let
⋃k

i=1 q
(n)
i be a polygonal line composed of(L,C)-quasi-geodesicsq(n)i . Then in

every asymptotic cone the limit setlim�(
⋃k

i=1 Sat(q(n)i ))=⋃k
i=1 lim�(Sat(q(n)i )) is either a piece or

a connected union of sets of typeY(as in Lemma2.23(3)).
(2) The results in Lemmas4.23, 4.24, 4.25are true if we replaceSat(q)with

⋃k
i=1 Sat(qi),where

⋃k
i=1 qi

is a polygonal line composed of(L,C)-quasi-geodesics.
(3) For every�>0, for every polygonal line

⋃k
i=1 qi composed of(L,C)-quasi-geodesics, and every

A ∈ A such thatA /⊂ ⋃k
i=1 Sat(qi), the intersectionN�(A) ∩N�(

⋃k
i=1 Sat(qi)) has a uniformly

bounded diameter in terms of A, q1, . . . , qk.

Proof. We prove simultaneously (1), (2) and (3) by induction onk. For k = 1 all three statements
are true. Suppose they are true fori�k. We prove them fork + 1. We note that (1) implies (2) in
the same way as Lemma 4.21 implies the cited lemmas, and the implication (1)⇒ (3) follows from
Lemma 2.23(3) (the argument is essentially the same as in Lemma 4.22). Thus it is enough to prove
part (1).

Let Con�(X; e, d) be an asymptotic cone. We suppose that

lim�
dist(en,

⋃k+1
i=1 Sat(q(n)i ))

dn
<∞

(otherwise the�-limit is empty). There are two possible situations.
CaseI. Suppose that there exists an integeri between 2 andk such that

lim�
dist(en,Sat(q(n)i ))

dn
<∞.
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By the inductive hypothesis lim�(
⋃i

j=1 Sat(q(n)j )) is a set of typeY, and so is the set

limw

k+1⋃
j=i

Sat(q(n)j )

 .

These two sets have a common non-empty subset lim�(Sat(q(n)i )). Since a connected union of two sets
of typeY is again a set of typeY, statement (1) follows.
CaseII. Suppose that for everyi between 2 andk, we have

lim�
dist(en,Sat(q(n)i ))

dn
=∞.

If the same is true either fori = 1 or for i = k + 1 one can apply Lemma 4.21. Thus suppose that for
i = 1, k + 1, we have

lim�
dist(en,Sat(q(n)i ))

dn
<∞.

By Lemma 4.21, fori=1, k+1, for the limit set lim�(Sat(q(n)i )) one of the following two possibilities
occurs:
(Ai) it is equal to lim�(An), whereAn ∈A, An ⊆ Sat(q(n)i );

(Bi) it is equal toY (qi) as in Lemma 2.23(2), whereqi = lim�(q
(n)
i ).

It remains to show that the union lim�(Sat(q(n)1 )) ∪ lim�(Sat(q(n)k+1)) is connected.

Suppose that we are in the situation(B1). Let un ∈ q(n)1 be an almost nearest point fromen. Then

dist(un, en) = O(dn). Let vn ∈ ⋃k+1
j=2 Sat(q(n)j ) be an almost nearest point toen. By our assumption,

�-almost surelyvn ∈ Sat(q(n)k+1) and dist(vn, en) = O(dn). Hence dist(un, vn) = O(dn). Let Rk be the
constant given by the variant of Lemma 4.24 for polygonal lines composed ofk (L,C)-quasi-geodesics
with (�, �) = (L,C), � = 1

3 (thatRk exists by the induction hypothesis). Letan be an almost nearest

point fromun in q(n)1 ∩NRk
(
⋃k+1

j=2 Sat(q(n)j )). Let p(n) be the sub-quasi-geodesic ofq(n)1 with endpoints
un andan. According to part (2) of the proposition (which by the induction assumption is true fork),
p(n) ⊂Ntdn(

⋃k+1
j=2 Sat(q(n)j )) for somet independent onn. If dist(un, an)?dn then according to Lemma

4.24 there exists another point onp(n) ∩NRk
(
⋃k+1

j=2 Sat(q(n)j )) whose distance fromun is smaller than
dist(an, un) by O(dn), a contradiction. Therefore dist(un, an)�O(dn) and the limit point lim�(an) is a
common point ofq1 and lim�(

⋃k+1
i=2 Sat(q(n)i ))= lim�(Sat(q(n)k+1)).

The same argument works if we are in the situation(Bk+1). Therefore we suppose that we are in the
situations(A1) and(Ak+1). We have that lim�(Sat(q(n)i )), i = 1, k + 1, is equal to lim�(A

(n)
i ), where

A
(n)
i ∈ A, A

(n)
i ⊆ Sat(q(n)i ). Suppose thatA(n)

1 �= A
(n)
k+1 �-almost surely. Letv(n)i ∈ Sat(q(n)i ) be an

almost nearest point fromen. By hypothesisv(n)i ∈ A
(n)
i .

The two assumptions

lim�
dist(en,Sat(q(n)i ))

dn
=∞,
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i ∈ {2, . . . , k}, and

lim�(Sat(q(n)k+1))= lim�(A
(n)
k+1)

imply thatA(n)
1 /⊂⋃k+1

i=2 Sat(q(n)i ) �-almost surely.

Suppose that[0, 0(n)1 ] is the domain ofq(n)1 . The following two cases may occur.

CaseI. If the distance from0(n)1 to the pre-image(q(n)1 )−1(A
(n)
1 ) is at mostLC + 1 then we denote

q
(n)
1 (0

(n)
1 ) by an. We have that dist(an, q

(n)
1 ∩A

(n)
1 )�L2C +L+C, which implies by Lemma 4.15 that a

geodesicpn = [v(n)1 , an] is contained in thet (L2C + L+ C)-tubular neighborhood ofA(n)
1 .

CaseII. If the distance from0(n)1 to (q
(n)
1 )−1(A

(n)
1 ) is larger thanLC+1, then we considertn ∈ [0, 0(n)1 ]

at distanceLC + 1 of (q(n)1 )−1(A
(n)
1 ) such that all points in[tn, 0(n)1 ] are at distance at leastLC + 1 of

(q
(n)
1 )−1(A

(n)
1 ). We denote byan the pointq(n)1 (tn). According to Lemma 4.15 we have that a geodesic

[v(n)1 , an] is contained in thet (L2C + L+ C)-tubular neighborhood ofA(n)
1 .

By our assumption, lim�(dist(v(n)1 , an)/dn)=∞. Lemma 4.19 implies that[v(n)1 , an] and the restriction

of q(n)1 to [tn, 0(n)1 ] form an(L+ ε,K)-quasi-geodesic�-almost surely. We denote it bypn.
Both in Case I and in Case II we have obtained an(L + ε,K)-quasi-geodesicpn with one of the

endpointsv(n)1 and the other one contained inq(n)2 . The distance fromv(n)1 to
⋃k+1

i=2 Sat(q(n)i ) does not

exceed dist(v(n)1 , v
(n)
k+1); hence it is at mostO(dn). It follows that pn ⊂ NO(dn)(

⋃k+1
i=2 Sat(q(n)i )). In

particular [v(n)1 , an] is contained in the same tubular neighborhood. Since the length�n of [v(n)1 , an]
satisfies lim�(�n/dn) =∞, by applying Lemmas 4.24 and 4.25 we obtain that a sub-segment[	n, �n]
of [v1

n, an] of length�n/2 is contained inN�R(
⋃k+1

i=2 Sat(qin)), whereR is a universal constant. On the

other hand we have[	n, �n] ⊂ Nt (L2C+L+C)(A
(n)
1 ). This contradicts the inductive hypothesis (3). We

conclude that if we are in situation (A1) then lim�(dist(en,Sat(qk+1
n ))/dn)=∞. �

Corollary 4.27. Let be a quasi-geodesic triangle. Then every edgea of is contained in an M-tubular
neighborhood ofSat(b)∪Sat(c),whereb andc are the two other edges of andM is a universal constant.

Lemma 4.28. For everyR>0, k ∈ N and�>0 there exists�>0 such that if
⋃k

i=1 qi is a polygonal
line composed of quasi-geodesics andA,B ∈ A, A ∪ B ⊂ ⋃k

i=1 Sat(qi), A �= B, the following holds.
Let a ∈ NR(A) and b ∈ NR(B) be two points that can be joined by a quasi-geodesicp such that
p ∩NR(A) andp ∩NR(B) has diameter at most�. Then{a, b} ⊂N�(

⋃k
i=1 qi).

Proof. Supposeqi is defined on the interval[0, 0i]. Let r : [0,∑k
i=1 0i] → X be the map defined by

r(
∑j−1

i=1 0i + t)= qj (t), for all t ∈ [0, 0j ] and allj ∈ {2, . . . , k}. It satisfies

dist(r(t), r(s))�L|t − s| + kC. (8)

Let x be a point inr ∩NM(B) andtx ∈ [0,∑k
i=1 0i] such thatr(tx)= x. We have two cases.

(a) If the distance fromtx to the pre-imager−1(NM(A)) does not exceedLC + 1 then x ∈
NM+L2C+L+kC(A) by (8). By Lemma 4.19, if dist(a, x) is larger thanD′ then the union ofp and a
geodesic[a, x] form an(L+ε,K)-quasi-geodesic, with endpoints inNR+M(B). It follows that this quasi-
geodesic and in particular[a, x] are contained inNt (M+R)(B). On the other hand[a, x] is contained in
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Nt (M+R+L2C+L+kC)(A). If dist(a, x) is larger than the diameter given by(	1) for �= t (M+R+L2C+
L+ kC) then we obtain a contradiction with(	1).

(a) Suppose that the distance fromtx to r−1(NM(A)) is larger thanLC + 1. Considers0 at distance
LC + 1 from r−1(NM(A)) such that everys betweens0 and tx is at distance at leastLC + 1 from
r−1(NM(A)). It follows thatr([s0, tx]) or r([tx, s0]) is disjoint ofNM(A). Lety = r(s0). The restriction
r′ of r to [s0, tx] or [tx, s0] can be written as

⋃m
j=1 q

′
j , wherem�k and eachq′j coincides with one of the

qi ’s or a restriction of it. We note thatA /⊂ Sat(r′).
If the distance froma toy is larger than the constantD′ given by Lemma 4.19 thenpand a geodesic[a, y]

form an(L + ε,K)-quasi-geodesic. Lemma 4.26(2) implies that this quasi-geodesic, and in particular
[a, y], is contained in the�R-tubular neighborhood of Sat(r′). On the other hand,[a, y] is contained in
thet (R+M +L2C +L+ kC)-tubular neighborhood ofA. For dist(a, y) larger than the diameter given
by Lemma 4.26(3), for�=max(t (R +M + L2C + L+ kC), �R) we obtain a contradiction.�

Lemma 4.29. Suppose that a metric space X is asymptotically tree-graded with respect toA. Then X
satisfies(	′3).

Proof. Let k�2,��1 and��4�. Fix a sufficiently large numberϑ (it will be clear later in the proof how
largeϑ should be). LetPbe ak-gon with quasi-geodesic edges that is(ϑ, �, �)-fat. Changing if necessary
the polygon by a finite Hausdorff distance, we may suppose that its edges are(L+C,C)-almost geodesics.

Let q : [0, 0] → X be an edge with endpointsq(0)= x, q(0)= y. We denoteq1, q2, . . . , qk−1 the other
edges in the clockwise order. By Lemma 4.26(2),

q ⊂N�R

(
k−1⋃
i=1

Sat(qi)

)
.

We takeϑ> �R. Then for every pointz ∈ q\N�ϑ({x, y}) there existsA ⊂ Sat(qi), i ∈ {1,2, . . . , k − 1}
such thatz ∈ N�R(A). If such a pointz is contained inN�R(A) ∩N�R(B), A �= B, then Lemma
4.28 implies thatz ∈N�(

⋃k−1
i=1 qi), where� depends on�R andk. If we chooseϑ> � then this gives a

contradiction.
Let tq be the supremum of the numberst ∈ [0, 0] contained inq−1(N�ϑ(x)). Letsq be the infimum of the

numbers in[tq, 0] contained inq−1(N�ϑ(y)). Letaq= q(tq) andbq= q(sq). We note that dist(aq, x)=�ϑ

and dist(bq, y) = �ϑ. According to the argument in the paragraph above,q([tq, sq]) is covered by the
family of open setsN�R(A), with A ⊂ Sat(qi), i ∈ {1,2, . . . , k − 1}, and the traces of these sets on
q([tq, sq]) are pairwise disjoint. The connectedness ofq([tq, sq]) implies that there existsA as above such
thatq([tq, sq]) ⊂N�R(A).

Thus, for every edgeq a sub-arcq′ : [tq, sq] → X with endpointsaq, bq is contained inN�R(A) for
someA ⊂ Sat(qi), i ∈ {1,2, . . . , k − 1} (A may depend onq). We note thattq and0 − sq are less than
�ϑL+ C; henceq|[0,tq] ∈N�ϑL2+LC+C(aq) andq|[sq,0] ∈N�ϑL2+LC+C(bq).

Suppose that we have two consecutive edgesq1, q2 with endpointsx, y andy, z, respectively, such that
q′1 ⊂N�R(A)andq′2 ⊂N�R(B),A �= B.We denoteq3, q4, . . . , qk the other edges in the clockwise order.
We haveq′i : [tqi , sqi ] → X with endpointsaqi , bqi . Supposebq1 = q′1∩N�ϑ(y) andaq2 = q′2∩N�ϑ(y).

Let q̄1 be the restriction ofq′1 to [tq1, tq1 + 3L�R] and q̃1 = [x, aq1] ∪ q̄1. We note that since
dist(aq1, bq1)�dist(x, y)− 2�ϑ��ϑ− 2�ϑ�2�ϑ, we havesq1− tq1 �2�ϑ/L−C, so forϑ large enough
we havesq1 − tq1 �10L�R and the restriction̄q1 makes sense.
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Likewise we construct̃q2 = q̄2 ∪ [bq2, z], whereq̄2 is the restriction ofq′2 to the last sub-interval of
length 3L�R.

Let [a, b] be a geodesic joining the pointsa = aq2 and b = bq1. It has length at most 2�ϑ. Let
[a′, b′] ⊂ [a, b] be a sub-geodesic which intersectsN�R(A) in a′ andN�R(B) in b′ (eventually re-
duced to a point). Notice thatA ⊆ Sat(q̃1), B ⊆ Sat(q̃2). Lemma 4.28 applied to the polygonal line
q̃2 ∪

⋃k
i=3 qi ∪ q̃1 and to the pointsa′, b′ implies that{a′, b′} ⊂ N�(q̃2 ∪

⋃k
i=3 qi ∪ q̃1), where� de-

pends on�R. Since dist(y, {a′, b′})is at most 2�ϑ, it follows thaty ∈ N�+2�ϑ(q̃2 ∪
⋃k

i=3 qi ∪ q̃1) ⊂
N�+3�ϑ+3L2�R+C(

⋃k
i=3 qi). On the other hand property (F2) implies that dist(y,

⋃k
i=3 qi)��ϑ�4�ϑ.

Forϑ large enough this gives a contradiction.
We conclude that there existsA ∈ A such that

⋃k
i=1 q

′
i ⊂ N�R(A). HenceP is inside the(�R +

�ϑL2+ LC + C)-tubular neighborhood ofA. �

The following corollary immediately follows from the proof of Theorem 4.1.

Corollary 4.30 (there is no need to vary the ultrafilter in Definition 3.19). Let X be a metric space, and
let A be a collection of subsets in X. Let� be any ultrafilter overN. Suppose that every asymptotic
coneCon�(X; e, d) is tree-graded with respect to the collection of setslim�(An), An ∈ A. Then X is
asymptotically tree-graded with respect toA.

5. Quasi-isometric behavior

One of the main reasons we are interested in the property of being asymptotically tree-graded is the
rigid behavior of this property with respect to quasi-isometry.

5.1. Asymptotically tree-graded spaces

Theorem 5.1(being asymptotically tree-graded is a geometric property). Let X be a metric space and
letA be a collection of subsets of X. Letq be a quasi-isometryX→ X′. Then:

(1) If X satisfies properties(	1) and(	′2) with respect toA thenX′ satisfies properties(	1) and(	�
2), for

a sufficiently small�, with respect toq(A)= {q(A) | A ∈A}.
(2) If X satisfies(	′3) with respect toA thenX′ satisfies(	3) with respect toq(A).
(3) If X is asymptotically tree-gradedwith respect toA thenX′ is asymptotically tree-gradedwith respect

to q(A).

Proof. (1) follows from Theorem 4.1 and Remark 4.2.
(2) Assume thatq is an(L,C)-quasi-isometry and thatq̄ : X′ → X is an(L,C)-quasi-isometry so

that q̄ ◦ q andq ◦ q̄ are at distance at mostC from the respective identity maps.
Fix an arbitrary integerk�2. Let � = 2L2 + 1 and� = 4�. Property(	′3) in X implies that for the

constantsL,C of the quasi-isometries, for the givenk, � and� there existsϑ0 such that for everyϑ�ϑ0 a
k-gon with(L,C)-quasi-geodesic edges inXwhich is(ϑ, �, �)-fat is contained inN�(A), whereA ∈A

and�= �(L,C, k, �, �, ϑ).
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Let ϑ1=max(ϑ0,2L2C+C) and let�=L(ϑ1+C). LetPbe a geodesick-gon inX′ which is(�,2, �)-
fat. Thenq̄(P ) is ak-gon inX with (L,C)-quasi-geodesic edges which is(ϑ1, �, �)-fat. Consequently,
q̄(P ) ⊂ N�(A), whereA ∈ A and� = �(L,C, k, �, �, ϑ1). It follows thatP ⊂ NC(q ◦ q̄(P )) ⊂
NL�+2C(q(A)).

(3) The statement follows from (1) and (2). It also follows immediately from the definition of asymp-
totically tree-graded spaces. Indeed, it is easy to see that�-limits of sequences of subsets commute with
quasi-isometries. Since quasi-isometric spaces have bi-Lipschitz equivalent asymptotic cones (Remark
3.16) it remains to note that a metric space that is bi-Lipschitz equivalent to a space that is tree-graded
with respect toP, is itself tree-graded with respect to the images of the sets inP under the bi-Lipschitz
map. �

Definition 5.2. Let B be a geodesic metric space. We say thatB is wide if every asymptotic cone ofB
does not have global cut-points.

We say thatB is constrictedif every asymptotic cone ofB has a global cut-point.
We say thatB isunconstrictedif there exists an ultrafilter� and a sequenced=(dn) of scaling constants

satisfying lim� dn=∞ such that for every observation pointe=(en)
� the asymptotic cone Con�(B; e, d)

has no cut-points.

Remark 5.3. (1) Note that “unconstricted” is in general more than the negation of “constricted”, as the
latter only means that there exists one asymptotic cone without cut-points. The two notions coincide for
finitely generated groups, according to the comment following Remark 3.16.

(2) Note also that most probably “wide” is stronger than “unconstricted”, but we do not have an example
of an unconstricted group which is not wide (see Problem 1.17).

Definition 5.2 has the following uniform version.

Definition 5.4. LetB be a family of geodesic metric spaces. We say thatB isuniformly wideif for every
sequenceBn of metric spaces inB with metrics distn and basepointsbn ∈ Bn, for every ultrafilter� and
for every sequence of scaling constants(dn) with lim� dn =∞, the ultralimit lim�(Bn, (1/dn)distn)b is
without cut-points.

We say thatB is uniformly unconstrictedif for every sequenceBn of metric spaces inB with metrics
distn, there exists an ultrafilter� and a sequence of scaling constantsd= (dn) with lim� dn=∞ such that
for every sequence of basepointsbn ∈ Bn, the ultralimit lim�(Bn, (1/dn)distn)b is without cut-points.

Remark 5.5.

(a) All metric spaces in a family that is uniformly wide (uniformly unconstricted) are wide (unconstricted).
(b) If B is a family of wide metric spaces containing only finitely many pairwise non-isometric spaces

thenB is uniformly wide.
(c) For examples of groups that are wide or unconstricted and of families of groups that are uniformly

wide or unconstricted, see Section 6.

Proposition 5.6. Let metric space X be asymptotically tree-graded with respect to a collection of subsets
A. LetB be a family of metric spaces which is uniformly unconstricted. Suppose that for some constant
c, every point in every spaceB ∈ B is at distance at most c from an infinite geodesic in B. Then for
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every(L,C) there existsM =M(L,C,B) such that for everyB ∈ B and every(L,C)-quasi-isometric
embeddingq:B → X there existsA ∈A such thatq(B) ⊂NM(A).

Proof. We argue by contradiction and assume that there is a sequence of metric spacesBn ∈ B and
a sequence of(L,C)-quasi-isometric embeddingsqn : Bn → X such thatqn(Bn) /⊂ Nn(A) for all
A ∈A. By definition there exists an ultrafilter� and a sequenced= (dn) with lim� dn=∞ such that for
every sequence of basepointsbn ∈ Bn, the ultralimit lim�(Bn, (1/dn)distn)b is without cut-points. Fix a
pointbn ∈ Bn. Let e= (qn(bn)). In Con�(X; e, d), the limit set lim�(qn(Bn)) is a bi-Lipschitz image of
lim�(Bn, (1/dn)distn)b; therefore it is without cut-points. Lemma 2.15 implies that

lim�(qn(Bn)) ⊂ lim�(An), whereAn ∈A. (9)

Consider a sequenceun ∈ Bn such that lim�(distn(bn, un)/dn)<∞. Eachun is contained inNc(gn),
wheregn is a bi-infinite geodesic inBn. Suppose thatgn is parameterized with respect to the arc-length
in (Bn, (1/dn)distn) and so that distn(un, gn(0))< c. The inclusion in (9) implies that for everyt ∈ R,
lim�(distn(qn(gn(t)), An)/dn) = 0. Therefore for everys < t we have�-a.s. that the image byqn of
the segmentgn([s, t]) contains a point inNM0(An), whereM0 is the constant given by(	′2), for L
andC. By taking firsts < t <0 then 0<s < t , we may deduce that there exist	n <0< �n such that
qn(gn(	n)), qn(gn(�n)) ∈NM0(An). We conclude thatqn(gn(0)) ∈N�M0(An), by Lemma 4.15. Hence
qn(un) ∈NM(An)�-almost surely, whereM = �M0+ Lc + C.

Let xn ∈ Bn be such thatqn(xn) ∈ qn(Bn)\Nn(An) and let[bn, xn] be a geodesic inBn. The previous
argument implies that lim�(distn(bn, xn)/dn) = ∞ and that for everyt the pointbn(t) on [bn, xn] at
distancetdn of bn has the image byqn contained inNM(An)�-almost surely. Letyn be the farthest point
from bn in the closure of[bn, xn] ∩ q−1

n (NM(An)). We have that lim�(distn(bn, yn)/n)=∞. Also,yn ∈
[bn, xn]∩q−1

n (NM(An)) implies that for everyε >0 the distance fromqn(yn) toAn is at mostM+Lε+C.
Henceqn(yn) ∈NM+C+1(An). On the other hand,bn ∈NM(An)�-almost surely.According to Lemma
4.15,qn([bn, yn]) ⊂N�(M+C+1)(An).In Con�(X; (qn(yn)), d), q= lim�(qn([bn, yn])) is a bi-Lipschitz
ray contained inA= lim�(An) and in lim�(qn(Bn)). Since lim�(qn(Bn)) is the image of a bi-Lipschitz
embedding of the ultralimit lim�(Bn, (1/dn)distn)y , it is without cut-points; therefore it is contained in a
pieceA′ = lim�(A′n). Property(T1) implies thatA=A′. In particular lim�(qn([yn, xn])) ⊂ A. The same
argument as before yields that every sequencevn ∈ Bn such that lim�(distn(yn, vn)/dn)<∞ satisfies
qn(vn) ∈ NM(An) �-almost surely. Hence, dist(lim�(qn(yn)), lim�(qn(xn))) = ∞ and there exists
vn ∈ [yn, xn] such that dist(lim�(qn(yn)), lim�(qn(vn)))>0 andqn(vn) ∈NM(An), which contradicts
the choice ofyn. �

Remark 5.7. The condition that every point is contained in thec-tubular neighborhood of a bi-infinite
geodesic is satisfied for instance ifB is a geodesic complete locally compact homogeneous metric space
of infinite diameter. In particular it is true for Cayley graphs of infinite finitely generated groups.

Corollary 5.8. Let X be asymptotically tree-graded with respect to a collection of subsetsA. Let B be
an unconstricted metric space. Then every(L,C)-quasi-isometric embeddingq:B → X maps B into an
M-neighborhood of a pieceA ∈A, where M depends only on L, C and B.

Notation. We shall denote the Hausdorff distance between two setsA,B in a metric space by hdist(A,B).
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5.2. Asymptotically tree-graded groups

Definition 5.9. We say that a finitely generated groupG isasymptotically tree-graded with respect to the
family of subgroups{H1, H2, . . . , Hk} if the Cayley graph Cayley(G) with respect to some (and hence
every) finite set of generators is asymptotically tree-graded with respect to the collection of left cosets
{gHi | g ∈ G, i = 1,2, . . . , k}.
Remark 5.10. If {H1, H2, . . . , Hk} �= {G} and if everyHi is infinite then everyHi has infinite index
in G.

Proof. Indeed, a finite index subgroup is at bounded distance of the whole group, which would contradict
(	1). �

Proposition 5.11. LetG= 〈S〉 be a group that is asymptotically tree-graded with respect to subgroups
H1, . . . , Hn. Then each of the subgroupsHi is finitely generated.

Proof. Takeh ∈ Hi and consider a geodesicg in Cayley(G, S) connecting 1 andh. By Lemma 4.15
there exists a constantM>0 such thatg is in theM-tubular neighborhood ofHi . Let v1, . . . , vk be the
consecutive vertices ofg. For eachj=1, . . . , k consider a vertexwj in Hi at distance�M fromvj . Then
the distance betweenwj andwj+1 is at most 2M + 1, j = 1, . . . , k − 1. Hence each elementw−1

j wj+1
belongs toHi and is of length at most 2M + 1. Sinceh is a product of these elements, we can conclude
thatHj is generated by all its elements of length at most 2M + 1. �

Remark 5.12. Corollary 5.8 gives certain restrictions on the groups that can be quasi-isometrically
embedded into asymptotically tree-graded groups. For instance, ifG is a group asymptotically tree-
graded with respect to a finite family of free Abelian groups of rank at mostr, no free Abelian group of
rank at leastr + 1 can be quasi-isometrically embedded intoG.

Theorem 5.13.Let X be a space that is asymptotically tree-graded with respect to a collection of sub-
spacesA. Assume that

(1) A is uniformly unconstricted;
(2) for some constant c every point in everyA ∈ A is at distance at most c from a bi-infinite geodesic

in A;
(3) for a fixedx0 ∈ X and everyR>0 the ballB(x0, R) intersects finitely manyA ∈A.

LetGbea finitely generated groupwhich is quasi-isometric toX.Then there exist subsetsA1, . . . , Am ∈
A and subgroupsH1, . . . , Hm of G such that

(I) everyA ∈A is quasi-isometric toAi for somei ∈ {1,2, . . . , m};
(II) Hi is quasi-isometric toAi for everyi ∈ {1,2, . . . , m};

(III) G is asymptotically tree-graded with respect to the family of subgroups{H1, H2, . . . , Hm}.
Proof. First we show (in the next lemma) that there is a natural quasi-transitive quasi-action ofG onX
by quasi-isometries.
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Notation. Let g ∈ G. We denote byg the multiplication on the left byg in G.

Lemma 5.14. Let q:G→ X and q̄:X → G be(L0, C0)-quasi-isometries such thatq ◦ q̄ is at distance
C0 from the identity map on X and the same is true forq̄ ◦ q with respect to the identity map on G.
(1) For everyg ∈ G the mapqg = q ◦ g ◦ q̄:X → X is an (L,C)-quasi-isometry, whereL = L2

0 and
C = L0C0+ C0.

(2) For g, h ∈ G the mapqg ◦ qh is at distance at most C from the mapqgh.
(3) For everyg ∈ G the mapqg ◦ qg−1 is at distance at mostC + C0 from the identity.
(4) For everyx, y ∈ X there existsg ∈ G such thatdist(x, qg(y))�C0.

Proof. Statement (1) follows from the fact thatgacts as an isometry onG. Statement (2) is a consequence
of the fact that̄q ◦ q is at distance at mostC0 from the identity map onG. For (3) we use (2) and the fact
thatq ◦ q̄ is at distance at mostC0 from the identity map onX.

(4) Let g = q̄(x) andh = q̄(y). Thenqhg−1(x) = q(h) = q(q̄(y)), which is at distance at mostC0
from y. �

Notation. LetH be a subgroup inG and letx ∈ X. We denote byHx the set{qh(x) | h ∈ H }.
Proposition 5.6, Remark 5.7 and hypothesis (1) imply that there existsM =M(L,C) such that for

everyA ∈ A and every(L,C)-quasi-isometric embeddingq : A → X there existsA′ ∈ A such that
q(A) ⊂NM(A′).

Lemma 5.15. (1) If A,A′ ∈A satisfyA ⊂Nr (A
′) for somer >0 thenA= A′.

(2) Let q : X → X and q̄ be(L,C)-quasi-isometries such thatq ◦ q̄ and q̄ ◦ q are at distance at most
K from the identity map on X. IfA,A′ ∈ A are such thatq(A) ⊂Nr (A

′) or A′ ⊂Nr (q(A)) for some
r >0 thenq(A) ⊂NM(A′), q̄(A′) ⊂NM(A) andhdist(q(A),A′),hdist(q̄(A′), A)�LM + C +K.

Proof. (1) follows from property(	1) and hypothesis (2) of Theorem 5.13.
(2) SupposeA′ ⊂ Nr (q(A)). By Proposition 5.6, there exists̄A such thatq(A) ⊂ NM(Ā). Then

A′ ⊂ Nr+M(Ā), which implies thatA′ = Ā. We may therefore reduce the problem to the case when
q(A) ⊂Nr (A

′).
The setq̄(A′) is contained inNM(A′′) for someA′′ ∈ A. Also q̄ ◦ q(A) ⊂ NLr+C(q̄(A′)), which

implies thatA ⊂NLr+C+M+K(A′′). This and (1) imply thatA= A′′. It follows thatq̄(A′) ⊂NM(A),
which implies thatA′ ⊂NLM+C+K(q(A)).

Proposition 5.6 implies that there existsÃ∈A such thatq(A)⊂NM(Ã). HenceA′⊂N(L+1)M+C+K(Ã),
soA′ = Ã. We conclude thatq(A) ⊂NM(A′) and

hdist(q(A),A′),hdist(q̄(A′), A)�LM + C +K. �

Notation. We denote the constantLM + 2C + C0 byD.

Definition 5.16. For everyr >0 and everyA ∈A we define ther-stabilizer of Aas

Str (A)= {g ∈ G | hdist(qg(A),A)�r}.
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Corollary 5.17. (a)For everyg ∈ G andA,A′ ∈ A such thatqg(A) ⊂ Nr (A
′) or A′ ⊂ Nr (qg(A)),

wherer >0,we havehdist(qg(A),A
′)�D.

(b)For everyA ∈A and for everyr >D, Str (A)=StD(A).ConsequentlyStD(A) is a subgroup of G.
(c) LetA,B ∈A andg ∈ G be such thathdist(qg(A), B) is finite. Then

StD(A)= g−1StD(B)g.

Proof. Statement (a) is a reformulation in this particular case of part 2 of Lemma 5.15, and (b) is a
consequence of (a).

(c) For everyr >0 there existsR large enough so that we have Str (B) ⊂ gStR(A)g−1.
Applying the previous result again forg−1, B,A, together with (b), we obtain the desired equality.�

Let F = {A1, . . . , Ak} be the collection of all the sets inA that intersectB(x0,M + C0). We show
that this set satisfies (I). LetA be an arbitrary set inA and leta ∈ A. There existsg ∈ G such that
qg(a) ∈ B(x0, C0), by Lemma 5.14(4). On the other hand, there existsA′ ∈ A such thatqg(A) ⊂
NM(A′). It follows thatA′ intersectsB(x0, C0 +M); hence it is inF. Corollary 5.17(a) implies that
hdist(qg(A),A

′)�D; consequentlyA is quasi-isometric toA′.
For everyi ∈ {1,2, . . . , k} define

I (Ai)= {j ∈ {1,2, . . . , k} | there existsg ∈ G such that hdist(qg(Ai), Aj )�D}.
For everyj ∈ I (Ai) we fix gj ∈ G such that hdist(qgjAi, Aj )�D. Let �(Ai) = {gj }j∈I (Ai)

and let
K(Ai)=maxj∈I (Ai)dist(gj q̄(x0), q̄(x0)).

We define the constantK = L0 maxi∈{1,2,...,k}K(Ai)+ (2L0+ 1)�0, where�0= L0C0+ 2C0.
The following argument uses an idea from[34, Section 5.1].

Lemma 5.18. For everyA ∈ A the D-stabilizer of A acts K-transitively on A, that is A is contained in
the K-tubular neighborhood of every orbitStD(A)a, wherea ∈ A.

Proof. Let a andb be two arbitrary points inA. Lemma 5.14(4) implies that there existg, � ∈ G such
thatqg(a), q�(b) ∈ B(x0, C0). This implies that

dist(g ◦ q̄(a), q̄(x0))��0, dist(� ◦ q̄(b), q̄(x0))��0. (10)

There existi, j ∈ {1,2, . . . , k} such that hdist(qg(A),Ai), hdist(q�(A),Aj )�D. Thenq�g−1(Ai) is at
finite Hausdorff distance fromAj , which implies that hdist(q�g−1(Ai), Aj )�D and thatj ∈ I (Ai). Letgj
be such that hdist(qgj (Ai), Aj )�D. It follows thatg�−1gj ∈ StD(Ai). The relation hdist(qg(A),Ai)�D

and Corollary 5.17(c) imply that�−1gjg ∈ StD(A). We have that

dist(q�−1gj g
(a), b)�L0 dist(�−1gjgq̄(a), q̄(b))+ C0+ L0C0�L0 dist(gjgq̄(a), �q̄(b))+ �0.

This and inequalities (10) imply that

dist(q�−1gj g
(a), b)�L0 dist(gj q̄(x0), q̄(x0))+ (2L0+ 1)�0�K. �

Corollary 5.19. For everyA ∈A the normalizer ofStD(A) in G isStD(A).
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Proof. Let g ∈ G be such that StD(A) = g−1StD(A)g. Let B ∈ A be such that hdist(qg(A), B)�D.
Corollary 5.17(c) implies that StD(A) = StD(B) = S. Let a ∈ A andb ∈ B. We have hdist(Sa, Sb)�
Ldist(a, b) + C and also hdist(A, Sa)�K and hdist(B, Sb)�K; therefore hdist(A,B)�2K +
Ldist(a, b)+ C. Lemma 5.15(1) implies thatB = A andg ∈ StD(A). �

Lemma 5.20. For everyi ∈ {1,2, . . . , m} we have
hdist(q̄(Ai),StD(Ai))��,

where� is a constant depending onL0, C0,M anddist(q(1), x0).

Proof. Let xi ∈ Ai ∩ B(x0,M + C0). For everyg ∈ StD(Ai) we have dist(qg(xi), Ai)�D; hence
dist(g ◦ q̄(xi), q̄(Ai))�L0D + 2C0. It follows that dist(g, q̄(Ai))�L0D + 2C0 + dist(1, q̄(xi)). Or
dist(1, q̄(xi))�L0 dist(q(1), xi)+ (L0+ 1)C0�L0M + (2L0+ 1)C0+ L0 dist(q(1), x0).

Let q̄(b) ∈ q̄(Ai). According to Lemma 5.18, there existsg ∈ StM(Ai) such that

dist(b, qg(xi))�K.

Hence dist(q̄(b),g ◦ q̄(xi))�L0K + 2C0 and dist(q̄(b), g)�L0K + 2C0+ dist(1, q̄(xi)). �

Corollary 5.21. LetA ∈A. There existsg ∈ G andi ∈ {1,2, . . . , m} such that
hdist(q̄(A), gStD(Ai))��+ L0D + 2C0.

We continue theproof of Theorem5.13. Consider the minimal subset{B1, . . . , Bm} of {A1, . . . , Ak}
such that for eachAi there existsBji and�i such that hdist(Ai, q�i (Bji ))�D. LetB={B1, . . . , Bm}. We
denoteSi =StD(Bi), i ∈ {1,2, . . . , m}. Let us show thatG is asymptotically tree-graded with respect to
S1, . . . , Sm.

Indeed, by Theorem 5.1, Cayley(G) is asymptotically tree-graded with respect to{q̄(A),A ∈ A}.
Corollary 5.21 implies that each̄q(A) is at uniformly bounded Hausdorff distance fromgStD(Ai) for
somei ∈ {1,2, . . . , k} andg ∈ G. Corollary 5.17(c) implies that StD(Ai)= �iSji �

−1
i , with the notations

introduced previously. It follows that hdist(gStD(Ai), g�iSji )�maxi∈{1,...,k} dist(1, �−1
i ). We conclude

that q̄(A) is at uniformly bounded Hausdorff distance fromg�iSji . ThusG is asymptotically tree-graded
with respect toS1, . . . , Sm. �

Corollary5.22. LetGbeagroup that is asymptotically tree-gradedwith respect to the familyof subgroups
{H1, H2, . . . , Hk}, whereHi is an unconstricted infinite group for everyi ∈ {1,2, . . . , k}. LetG′ be a
finitely generated groupwhich is quasi-isometric to G. ThenG′ is asymptotically tree-gradedwith respect
to a finite collection of subgroups{S1, . . . , Sm} such that eachSi is quasi-isometric to one of theHj .

Remark 5.23. If the groupsHi in Corollary 5.22 are contained in classes of groups stable with respect
to quasi-isometries (for instance the class of virtually nilpotent groups of a fixed degree, some classes of
virtually solvable groups) thenSi are in the same classes.

Corollary 5.24. If a group is asymptotically tree-graded with respect to a family of subsetsA satisfying
conditions(1), (2), (3)in Theorem5.13,then it is asymptotically tree-graded with respect to subgroups
H1, . . . , Hm such that everyHi is quasi-isometric to someA ∈A.
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Remark 5.25. (a) If in Theorem 5.13 we have that the cardinality ofA is at least two then for every
i ∈ {1,2, . . . , m}, Hi has infinite index inG.

(b) If in Corollary 5.22 we have{H1, . . . , Hk} �= {G} then for everyj ∈ {1,2, . . . , m}, Sj has infinite
index inG′.

Proof. (a) Suppose that{H1, . . . , Hk} = {G}. According to the proof of Theorem 5.13, it follows that
G= StD(B) for someB ∈A. Lemma 5.20 then implies that hdist(q̄(B),G)��, whence hdist(B,X)�
3C0+ L0�. This contradicts the property(	1) satisfied byA.

Therefore{H1, . . . , Hk} �= {G}. Now the statement follows from Remark 5.10.
Statement (b) follows from (a).�

6. Cut-points in asymptotic cones of groups

Theorem 5.13 shows that we need to study unconstricted groups. In this section we provide two classes
of examples of such groups. We begin with some general remarks. LetG be a finitely generated group
such that an asymptotic cone Con�(G; e, d) has a cut-point, wheree=(1), d=(dn). Lemma 2.31 implies
that Con�(G; e, d) is a tree-graded space with respect to a set of piecesP such that each piece is either
a point or a geodesic subset without cut-point. In particular, if all the pieces are points then the cone is a
tree. By homogeneity in this case it can be either a line or a tree in which every point is a branching point
with the same degree.

The case when one asymptotic cone is a line turns out to be quite particular. More precisely, we have
the following general results.

Proposition 6.1. LetGbea family of finitely generatednon-virtually cyclic groups.Then for any sequence
of groupsGn ∈ G endowedwithwordmetricsdistn,any sequence(�n) of positive numberswith lim�n=0,
anye ∈ �Gn and any ultrafilter�, the ultralimit lim�(Gn, �n distn)e is neither a point nor a(real) line.

Proof. We may assume without loss of generality thaten=1 for everyn. If an ultralimit lim�(Gn, �n distn)e
is a point thenGn are finite�-almost surely, which is a contradiction.

Suppose that an ultralimit lim�(Gn, �n distn)e is a line. SinceGn are all infinite, it follows that for any
n ∈ N, there exists in Cayley(Gn) a geodesic linegn through 1. Then lim�(gn) = lim�(Gn). Suppose
by contradiction that�-almost surelyGn /⊂ N1/�n(gn). Then�-almost surely there existszn ∈ Gn at
distance at least 1/�n of gn. Let ln be a geodesic joiningzn to z′n ∈ gn and of length distn(zn, gn). For
every pointt ∈ ln we have distn(t, z′n)= distn(t, gn). By homogeneity we may suppose thatz′n = 1.

In the ultralimit lim�(Gn, �n distn)e, l� = lim�(ln) is either a geodesic segment of length at least
1 with one endpoint lim�(1), or a geodesic ray of origin lim�(1). If l� has a point in common with
lim�(gn) that is different from lim�(1), then�-almost surely there existstn ∈ ln at distance of order
1/�n of 1 and at distanceo(1/�n) of gn. This contradicts the equality distn(tn,1)= distn(tn, gn). Hence
l� ∩ lim�(gn)= {lim�(1)}. But in this case lim�(Gn) �= lim�(gn), a contradiction.

It follows that�-almost surelyGn ⊂N1/�n(gn), which implies thatGn is hyperbolic with boundary
of cardinality 2, and consequently virtually cyclic. We have obtained a contradiction.�

Corollary 6.2. A finitely generated group with one asymptotic cone a point or a line is virtually cyclic.



1012 C. Druţu, M. Sapir / Topology 44 (2005) 959–1058

6.1. Groups with central infinite cyclic subgroups

Let G be a finitely generated group containing a central infinite cyclic subgroupH = 〈a〉. We fix a
finite set of generatorsX of G and the corresponding word metric dist onG.

Lemma 6.3. For every asymptotic coneCon�(G; e, d) of G and every�>0, there exists an element
h=(hn)

� inG�
e ∩H� which acts isometrically onCon�(G; e, d), such that for everyx ∈ Con�(G; e, d),

dist(hx, x)= �.

Proof. Let w be a word inX representinga in G. It is obvious that for everyr >0 there existsh =
an ∈ H such that|h| is in the interval[r − |w|, r + |w|]. For everyn�1 we considerhn ∈ H such
that |hn| ∈ [�dn − |w|, �dn + |w|]. According to Remark 3.17, the elementh = (hn)

� in G�
e acts

as an isometry on Con�(G; e, d). Moreover, for everyg = lim�(gn) ∈ Con�(G; e, d) we have that
dist(hg, g)= lim�(dist(hngn, gn)/dn)= lim�(dist(gnhn, gn)/dn)= lim�(|hn|/dn)= �. �

Lemma 6.4. If an asymptotic cone C of G has a cut-point then C is isometric to a point or a(real) line.

Proof. LetC=Con�(G; e, d) be an asymptotic cone that has a cut-point, wheree= (1), d= (dn). Then
C is tree-graded with respect to a collectionP of pieces that are either points or geodesic sets without
cut-points. Leth in G�

e ∩H� be as in Lemma 6.3 for�= 1.
If all sets inP are points thenC is anR-tree. If this tree contains a vertex of degree>2, then it does

not admit an isometryh such that dist(h(x), x) = 1 for everyx. Thus in this caseC is isometric toR or
to a point.

So we may suppose thatP contains pieces that are not points. LetM be such a piece.
CaseI. Supposeh(M)=M. Letxbe an arbitrary point inM. By Lemma 2.31(b), there existsy ∈ C\M

such thatx is the projection ofyonM. Let�=dist(x, y). Sincehacts as an isometry, it follows thaty′=h(y)
projects onM in x′ = h(x) and that�= dist(x′, y′). We have dist(x, x′)= dist(y, y′)= 1. On the other
hand Lemma 2.28 implies that[y, x] ∪ [x, x′] ∪ [x′, y′] is a geodesic. Consequently dist(y, y′)= 1+ 2�,
a contradiction.
CaseII. Supposeh(M) �= M. Thenh(M) is another piece of the tree-graded spaceC, by Proposition

2.16. Letx be the projection ofh(M) onM and lety be the projection ofM onh(M). Let z ∈ M\{x} and
z′ = h(z). By movingza little, for instance along the geodesic[z, x], we can ensure thatz′ �= y. Every
geodesic joiningzandz′ containsx andy, by Lemma 2.6. Lett be a point inC\M that projects onM in z
(it exists by Lemma 2.31(b)). The projection oft ′ = h(t) ontoh(M) is thenz′. Lemma 2.28 implies that
[t, z]∪ [z, x]∪ [x, y]∪ [y, z′] ∪ [z′, t ′] is a geodesic, whence dist(t, t ′)=1+2 dist(t, z). This contradicts
the fact that dist(t, t ′)= 1. �

Theorem 6.5. Let G be a non-virtually cyclic finitely generated group that has a central infinite cyclic
subgroup H. Then G is wide.

Proof. By contradiction suppose thatG is not wide. Lemma 6.4 implies that one of the asymptotic cones
of G is a line or a point. Corollary 6.2 implies thatG is virtually cyclic, a contradiction. �

Corollary 6.6. Let G be a non-virtually cyclic group, that is asymptotically tree-graded with respect to
certain proper subgroups. Then every finitely generated subgroup in the centerZ(G) is finite.
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Theorem 6.5 has the following uniform version.

Theorem 6.7. Let G be the family of all finitely generated non-virtually cyclic groups with a central
infinite cyclic subgroup. The familyG is uniformly unconstricted.

Proof. ConsiderGn a sequence of groups inG, distn a word metric onGn andHn=〈an〉 a central infinite
cyclic subgroup ofGn. Letdn�ndistn(1, an) for all n. An argument as in the proof of Lemma 6.3 implies
that for every sequence of observation pointseand for every�>0, the ultralimit lim�(Gn,distn/dn)e has
as isometryh moving every point by�. With an argument analogous to the one in the proof of Lemma
6.4 we deduce that lim�(Gn,distn/dn)e is a line or a point. This contradicts Proposition 6.1.�

Corollary 6.8. Let X be a metric space asymptotically tree-graded with respect to a collection of subsets
A. For every(L,C) there existsM =M(L,C) such that for every(L,C)-quasi-isometric embedding
q:G → X of a finitely generated non-virtually cyclic group G with a central infinite cyclic subgroup,
there existsA ∈A such thatq(G) ⊂NM(A).

6.2. Groups satisfying a law

Proposition 6.9. Let spaceF be tree-graded with respect to a collectionP of proper subsets. Suppose
thatF is not anR-tree and let G be a group acting transitively onF. Then G contains a non-abelian free
subgroup.

Remark. If F is anR-tree,Gmay contain no non-abelian free subgroups even if it acts transitively onF.
Indeed letG be the group of upper triangular 2× 2-matrices with determinant 1 acting by isometries on
the hyperbolic planeH2. The action is transitive.

Therefore the (solvable) groupG�
e acts transitively on an asymptotic cone ofH2 which is anR-tree.

Proof of Proposition 6.9. By Lemma 2.31 we can assume that every piece inP is either a point or does
not have a cut-point.

SinceF is not anR-tree.

Lemma 6.10. Let a and b be two distinct points in M. There exists an isometryg ∈ G such that the
following property holds:

• a �= g(b), the projection ofg(M) onto M is a and the projection of M ontog(M) is g(b).

We shall denote this property of g byP(a, b,M).

Proof. There are two cases:

(A) There exist two distinct pieces inP that intersect.
(B) Any two distinct pieces inP are disjoint.

By homogeneity, in case (A), every point is contained in two distinct pieces. In case (B) letx, y be two
distinct points inM. There exists an isometryg ∈ G such thatg(x)= y. Sinceg(M) intersectsM in y it
follows thatg(M)=M. We conclude that in this case the stabilizer ofM in G acts transitively onM.
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Suppose we are in case (A). Then we can construct a geodesicg: [0, s] → F such thats =∑∞
i=1 sn

with 0<sn <1/n2 andg[∑n
i=0 si,

∑n+1
i=0 si] ⊂ Mn for some piecesMn, whereMn �= Mn+1 for all

n ∈ N ∪ {0}. Heres0 = 0. Such a geodesic exists by Lemma 2.28. We call such a geodesicfractal at
the arrival point. By gluing together two geodesics fractal at their respective arrival points,g ∪ g′, and
making sure that the two respective initial pieces,M0 andM ′

0, are distinct, we obtain a geodesicfractal
at the departure and arrival pointsor bifractal. By homogeneity, every point inF is the endpoint of a
bifractal geodesic.

Let [a, c] be a bifractal geodesic. Corollary 2.10(b) implies that[a, c] can intersectM in a or in a
non-trivial sub-geodesic[a, c′]. Since[a, c] is fractal at the departure point the latter case cannot occur.
It follows that the intersection of[a, c] andM is {a}. There exists an isometryg ∈ G such thatg(b)= c.
Since[a, c] is fractal at the arrival point also, it follows that[a, c] ∩ g(M)={c}. For everyx ∈ g(M) we
have that[a, c] ∪ [c, x] is a geodesic, by Lemma 2.28. In particulara is the projection ofg(M) onM. A
symmetric argument gives thatc = g(b) is the projection ofM ong(M).

Now suppose that case (B) holds. Lemma 2.31(b) implies thata is the projection of a pointx ∈ F\M.
Let g be an isometry inG such thatg(b)= x. If [a, x] intersectsg(M) in x then we repeat the previous
argument. Assume[a, x] ∩ g(M)=[x′, x]. By the hypothesis in case (B),x′ �= a. We havex′ = g(b′) for
someb′ ∈ M. Since the stabilizer ofM inGacts transitively onM, there existsg′ in it such thatg′(b)=b′.
We have thatgg′(M)= g(M) projects ontoM in a andM projects ontogg′(M) in x′ = gg′(b). �

Notation. For everyt ∈ M let �t (M) be the set of pointsx in F\M that project ontoM in t.

Lemma 6.11. Let g satisfy propertyP(a, b,M). Then

(a) the isometryg−1 satisfies propertyP(b, a,M);
(b) for everyt �= b we haveg(�t (M)) ⊂ �a(M).

Proof. (a) We apply the isometryg−1 to the situation inP(a, b,M).
(b) The setg(�t (M)) projects ong(M) in g(t) �= g(b). This, propertyP(a, b,M) and Corollary 2.29

imply thatg(�t (M)) projects ontoM in a and that dist(g(�t (M)),M)�dist(g(M),M)>0. �

We now finish theproof of Proposition6.9. Leta, b, c, d be four pairwise distinct elements inM.
Lemma 6.10 implies that there existg ∈ G satisfyingP(a, b,M) andh satisfyingP(c, d,M).

Theng−1 is satisfyingP(b, a,M) andh−1 is satisfyingP(d, c,M) by Lemma 6.11. In particular
g(M) ⊂ �a(M), g−1(M) ⊂ �b(M), h(M) ⊂ �c(M), h−1(M) ⊂ �d(M) (Fig. 5).

Sinceb /∈ {a, c, d}, Lemma 6.11(b) implies thatg(�a(M)∪�c(M)∪�d(M)) ⊂ �a(M). The isome-
triesg−1, h, h−1 satisfy similar properties. The Tits ping-pong argument allows one to conclude thatg
andh generate a free group.�

Theorem 6.12.LetG be a family of finitely generated non-virtually cyclic groups satisfying a law. Then
G is uniformly wide.

Proof. Suppose that an ultralimit lim�(Gn, (1/dn)distn)e has a cut-point, where lim� dn =∞. Then by
Lemma 2.31 and Proposition 6.1, lim�(Gn, (1/dn)distn)e is a tree-graded space, not reduced to a point
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Fig. 5. Action of the elementsg, g−1, h, h−1.

nor isometric toR. The groupG=�e(Gn, (1/dn)distn)/� acts transitively onC lim�(Gn, (1/dn)distn)e.
If C is not anR-tree then Proposition 6.9 implies thatG=�e (Gn, (1/dn)distn)/� contains a non-abelian
free subgroup, and so it cannot satisfy a non-trivial law, a contradiction.

Suppose thatC is anR-tree. By [15, Proposition 3.7, p. 111], if G does not fix an end ofC,G contains a
non-abelian free subgroup, a contradiction. Therefore we can assume thatG fixes an end ofC. This means
thatG asymptotically fixes a rays(t), t ∈ [0,∞), starting ate. We shall now show that this assumption
leads to a contradiction.

Since the action ofG onC is transitive, the ball of radius 1 inC arounde contains at least 9 disjoint
isometric copies of the ball of radius 1/4 (of course, here 9 can be replaced by any positive integer). This
implies that�-almost surely for alln, the number of elements in the ball of radiusdn in the Cayley graph
of Gn is at least 9 times bigger than the number of elements in the ball of radiusdn/4.

For x ∈ {1,1.25,1.5,1.75} let s(x) = (un(x))
�, for someun(x) ∈ Gn. Take anyg = (gn)

� ∈ G

such that distn(gn,1)�dn. Then dist(g · 1, e)�1. Note that the imageg · s is a ray which must be
asymptotically equal tos. Therefore the intersectiong · s ands contains the subrays(t), t ∈ [1,∞).
Sinceg acts asymptotically on this ray by translation, eitherg · s(1) or g−1 · s(1) belongs to the interval
s(t), t ∈ [1,2] of this subray. Therefore eitherg · s(1) or g−1 · s(1) is within distance 1/4 froms(x)
for somex ∈ {1,1.25,1.5,1.75}. This implies that�-almost surely for anyn, and anygn ∈ Gn with
distn(gn,1)�dn, for somex ∈ {1,1.25,1.5,1.75}, and a choice of� ∈ {1,−1}, we have

distn(un(x)
−1g�

nun(1),1)�dn/4.

This implies that�-almost surely for everyn the ball of radiusdn in the Cayley graph ofGn contains
at most 8 times more elements than the ball of radiusdn/4, a contradiction with the statement from the
previous paragraph.�

Examples. Solvable groups of a given degree, Burnside groups of a fixed exponent and uniformly
amenable groups (see Corollary 6.16) are examples of groups satisfying a law.

Corollary 6.13. Let G be a finitely generated non-virtually cyclic group satisfying a law. Then G is wide.
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Corollary 6.14. Let metric space X be asymptotically tree-graded with respect to a collection of subsets
A. For every non-trivial group law and every(L,C) there exists a constant M depending on(L,C) and
on the law such that the following holds. Any(L,C)-quasi-isometric embedding of a finitely generated
non-virtually cyclic group satisfying the law into X has the image inNM(A) for someA ∈A.

The following statement is probably well known but we did not find a proper reference.

Lemma6.15. Let�beanyultrafilter,Ganygroup.ThegroupGsatisfiesa law if andonly if its ultrapower
�G/� does not contain free non-abelian subgroups.

Proof. Clearly, if�G/� contains a free non-abelian subgroup thenGdoes not satisfy any law. Conversely
assume thatG does not satisfy any law. Let us list all words in two variables:u1, u2, . . . , and form a
sequence of wordsv1 = u1, v2 = [u1, u2], v3 = [u1, u2, u3], . . . (iterated commutators). We can choose
the sequenceu1, u2, . . . in such a way that none of the wordsvi is equal to 1 in the free group. Since
G does not satisfy a law, for everyi there exists a pair(xi, yi) in G such thatvi(xi, yi) is not 1 inG.
Let x = (xi)

�, y = (yi)
� be elements in the ultrapower. Suppose that the subgroup〈x, y〉 of �G/�

has a relation. That relation is some wordui in two variables. Henceui(xj , yj )= 1 �-almost surely. In
particular, since� is a non-principal ultrafilter, for somej > i, ui(xj , yj ) = 1. But thenvj (xj , yj ) = 1
sinceui is a factor in the commutatorvj , a contradiction. �

Recall that a discrete groupG is (Fölner)amenableif for every finite subsetK ofGand every� ∈ (0,1)
there exists a finite subsetF ⊂ G satisfying

|KF |<(1+ �)|F |.
The groupG is uniformly amenableif, in addition, one can bound the size ofF in terms of� and|K|,

i.e. there exists a function� : (0,1)×N → N such that

|F |��(�, |K|).
For details on the latter notion see[36,9,55]. The following result has also been obtained in
[36, Corollary 5.9]; we give a proof here for the sake of completeness.

Corollary 6.16. A uniformly amenable finitely generated group satisfies a law and so it is wide if it is
not virtually cyclic.

Proof. Indeed, by[55], if G is uniformly amenable then any ultrapower�G/� is Fölner amenable. Hence
we can apply Lemma 6.15 if we prove that any subgroupSof an arbitrary Fölner amenable groupH is
Fölner amenable.

The argument is fairly standard and well known; we present it here only for the sake of complete-
ness. Take an arbitrary small�>0. TakeK a finite subset inS. There exists a subsetF in H such that
|KF |<(1 + �)|F |. Consider a graph whose vertices are the elements of the setF, and whose edges
correspond to the pairs of points(f1, f2) ∈ F ×F such thatf2=kf 1, wherek ∈ K. LetCbe a connected
component of this graph with set of verticesVC . ThenKVC does not intersect the sets of vertices of other
connected components. Hence there exists a connected componentC such that|KVC |<(1+ �)|VC |
(otherwise if all these inequalities have to be reversed, the sum of them gives a contradiction with the
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choice ofF). Without loss of generality, we can assume thatVC contains 1. Otherwise we can shift it to
1 by multiplying on the right byc−1 for somec ∈VC . ThenVC can be identified with a finite subset of
S. ThereforeScontains a subsetVC such that|KVC |<(1+ �)|VC |. �

Remark 6.17. The amenability defined by the existence of a left invariant mean on the set of functions
uniformly continuous to the left is not inherited by subgroups in general. IfH is a separable infinite
dimensional Hilbert space andG=U(H) is the group of unitary operators onH endowed with the weak
operator topology, thenG is amenable in the above sense[18]. On the other hand, if we takeH= 02(F2),
with F2 the free group of two generators, thenG containsF2 [3, Remark G.3.7].

7. Fundamental groups of asymptotic cones

In [26], Erschler and Osin constructed (modifying an idea from[42]), for every “sufficiently good”
metric spaceM, a two-generated groupG with the property thatM �1-embeds isometrically into an
asymptotic cone Con�(G). Thus any countable group is a subgroup of the fundamental group of some
asymptotic cone of a finitely generated group. In this section we modify, in turn, the construction from
[26] to show that the fundamental group of an asymptotic cone can be isomorphic to the uncountable free
power of any countable group. Moreover, that asymptotic cone can be completely described as a tree-
graded space. In particular, if, say,M is compact and locally contractible then there exists a 2-generated
group, one of whose asymptotic cones is tree-graded with respect to pieces isometric toM. We also
construct a 2-generated recursively presented group with the maximal possible (under the continuum
hypothesis) number of non-homeomorphic asymptotic cones.

7.1. Preliminaries on nets

Let (X,dist) be a metric space. We recall some notions and results from[31].

Definition 7.1. A �-separated set Ain X is a set such that for everyx1, x2 ∈ A, dist(x1, x2)��. A �-net
in X is a setB such thatX ∈N�(B).

Remark 7.2. A maximal�-separated set inX is a�-net inX.

Proof. Let N be a maximal�-separated set inX. For everyx ∈ X\N , the setN ∪ {x} is no longer
�-separated, by maximality ofN. Hence there existsy ∈ N such that dist(x, y)< �. �

Definition 7.3. We call a maximal�-separated set inX a�-snet.

Note that ifX is compact then every snet is finite; hence every separated set is finite.

Remark 7.4. Let (X,dist) be a metric space and let(Mn)n∈N be an increasing sequence of subsets ofX.
Let (�n)n∈N be a decreasing sequence of positive numbers converging to zero. There exists an increasing
sequence

N1 ⊂ N2 ⊂ · · · ⊂ Nn ⊂ · · · ,
such thatNn is a�n-snet in(Mn,dist).
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Proof. There exists a�1-snet inM1, which we denoteN1. It is a �1-separated set inM2. Let N2 be a
�2-snet inM2 containingN1. ThenN2 is a�2-separated set inM3. Inductively we construct an increasing
sequence(Nn)n∈N. �

Notation. LetA be a subset in a metric space. We denote by��(A) the metric graph with set of vertices
A and set of edges

{(a1, a2) | a1, a2 ∈ A, 0<dist(a1, a2)��},
such that the edge(a1, a2) is of length dist(a1, a2). We shall denote the length of every edgeeby |e|. We
endow��(A) with its length metric.

Notation. Let (X,dist) be a proper geodesic metric space, letO be a fixed point in it and let� ∈ (0,1).
We denote byBn=B(O, n) the closed ball of radiusn aroundO. We consider an increasing sequence of
subsets inX,

{O} ⊂ N1 ⊂ N2 ⊂ · · · ⊂ Nn ⊂ · · · ,
such thatNn is an�n-snet inBn. Let �n be the finite graph��[n/2](Nn), endowed with its length metric
distn (here[n/2] is the integer part ofn/2).

We recall that two metric spaces with fixed basepoints(X,distX, x) and(Y,distY , y) are said to be
isometricif there exists an isometry� : X→ Y such that�(x)= y.

Lemma 7.5. In the notation as above:

(1) for everyn�2, for everyx, y ∈ Nn we have

dist(x, y)�distn(x, y)�(1+ 6�k)(dist(x, y)+ 2�k)+ 2�k, (11)

wherek = [n/2];
(2) for every observation pointe ∈ �Nn/�, the spaceslim�(Nn,distn)e, lim�(�n,distn)e and

lim�(Bn,dist)e with the basepointslim
�(e) are isometric;

(3) the spaceslim�(Nn,distn), lim�(�n,distn) with the basepointslim�(O) and (X,dist) with the
basepoint O are isometric.

Proof. (1) Let x, y be two fixed points inNn. If dist(x, y)��[n/2] then by construction dist(x, y) =
distn(x, y) and both inequalities in (11) are true. Let us suppose that dist(x, y)> �[n/2].

The distance distn(x, y) in �n is the length of some path composed of the edgese1e2 . . . es , where
x = (e1)− andy = (es)+. It follows that

distn(x, y)=
s∑

i=1

|ei |�dist(x, y).

We conclude that

distn(x, y)�dist(x, y).
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We also note that

distn(x, y)�distm(x, y) for everym�n, (12)

sinceNn ⊆ Nm.
The distance dist(x, y) is the length of a geodesicc: [0,dist(x, y)] → X. Sincex, y ∈ Nn ⊂ B(O, n),

the image of this geodesic is entirely contained inB(O,2n). Let t0 = 0, t1, t2, . . . , tm = dist(x, y) be a
sequence of numbers in[0,dist(x, y)] such that 0< ti+1− ti ��n/2, for everyi ∈ {1,2, . . . , m− 1} and
m�2 dist(x, y)/�n+1. Since dist(x, y)> �[n/2]> �n, we can writem�3dist(x, y)/�n. Letxi= c(ti), i ∈
{0,1,2, . . . , m}. For everyi ∈ {0,1,2, . . . , m} there existswi ∈ N2n such that dist(xi, wi)��2n. We
note thatw0= x,wm = y. We can write

dist(x, y)=
m−1∑
i=0

dist(xi, xi+1)�
m−1∑
i=0

[dist(wi, wi+1)− 2�2n]
m−1∑
i=0

dist(wi, wi+1)− 2m�2n. (13)

We have dist(wi, wi+1)�dist(xi, wi)+dist(xi, xi+1)+dist(xi+1, wi+1)�2�2n+ �n/2��n for n large
enough. Thereforewi,wi+1 are connected in�2n by an edge of length dist(wi, wi+1). We conclude that

m−1∑
i=0

dist(wi, wi+1)=
m−1∑
i=0

dist2n(wi, wi+1)�dist2n(w0, wm)= dist2n(x, y).

This and (13) implies that

dist(x, y)�dist2n(x, y)− 6 dist(x, y)�n.

We have obtained that

1

1+ 6�n
dist2n(x, y)�dist(x, y)�distn(x, y) for all x, y ∈ Nn. (14)

Let againx, y be two points inNn, k = [n/2]. There existx′, y′ ∈ Nk ⊂ Nn such that dist(x, x′),
dist(y, y′)��k. This implies that dist(x, x′)=distn(x, x′)��k and likewise dist(y, y′)=distn(y, y′)��k.
Hence distn(x, y)�distn(x′, y′)+ 2�k.

Inequalities (12) and (14) imply

distn(x
′, y′)�dist2k(x

′, y′)�(1+ 6�k)dist(x′, y′)�(1+ 6�k)(dist(x, y)+ 2�k).

This gives (11).
(2) We haveNn ⊂ �n ⊂N�[n/2](Nn). Therefore lim�(�n,distn)e= lim�(Nn,distn)e. Thus it is enough

to prove that lim�(Nn,distn)e and lim�(Bn,dist)e with the basepoints lim�(e) are isometric.
We define the map


: lim�(xn) �→ lim�(xn) (15)

from lim�(Nn,distn)e to lim�(Bn,dist)e. Inequalities (11) imply that the map
 is well defined and that
it is an isometric embedding.

We prove that
 is surjective. Let(yn)� ∈ �eBn/�. For everyyn there existsxn ∈ Nn such
that dist(xn, yn)��n. Since the sequence(dist(yn, en)) is bounded, the sequence(dist(xn, en)) is also
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bounded by the second inequality in (11), and so is the sequence(distn(xn, en)). We have lim�(xn) ∈
lim�(Nn,distn)e and
(lim�(xn)) = lim�(xn). As lim� dist(xn, yn) = 0 we conclude that lim�(xn) =
lim�(yn).

(3) According to (2) it suffices to prove that lim�(Bn,dist)O with the basepoint lim�(O) andX with
the basepointO are isometric. Letx ∈ X. Forn large enough,x ∈ B(O, n). We define the map

�: x �→ lim�(x) (16)

fromX to lim�(Bn)O .
The map� is clearly an isometric embedding. Let us show that� is surjective. Let(xn)n∈N be such that

xn ∈ Bn and such that dist(O, xn) is uniformly bounded by a constantC. It follows thatxn ∈ B(O,C)

for all n ∈ N. Since the spaceX is proper,B(O,C) is compact and there exists an�-limit x of (xn). It
follows that lim� dist(xn, x)= 0, which implies that lim�(xn)= lim�(x)= �(x). �

Notation. We shall denote the point lim�(O) also byO. This should not cause any confusion.

Remark 7.6. The hypothesis thatX is proper is essential for the surjectivity of� in the proof of part (3)
of Lemma 7.5.

Definition 7.7. For every proper geodesic metric space(X,dist) with a fixed basepointO, and every
sequence of pointse = (en)

�, en ∈ Bn = B(O, n), we shall call the limit lim�(Bn)e anultraball of X
with centerO and observation pointe.

Remark 7.8. Notice that the ultraballs lim�(Bn)e and lim�(Bn)e′ with observation pointse= (en)
� and

e′ =(e′n)�, such that dist(en, e′n) is uniformly bounded�-almost surely, are the same spaces with different
basepoints (see Remark 3.7).

Remark 7.9. It is easy to prove, using results from[2, Section I.3]; [33], that an ultraball of a complete
homogeneous locally compact CAT(0)-space is either the whole space or a horoball in it (for a definition
see[11]). In particular the ultraballs of the Euclidean spaceRn areRn itself and all its half-spaces.

We are now going to construct a proper geodesic metric space with basepoint(YC,dist,O) whose
fundamental group is any prescribed countable groupC, and such that every ultraball with centerO of
YC either is isometric to the spaceYC itself or is simply connected.

Let C = 〈S | R〉 be a countable group. We assume thatS = {sn | n ∈ N} = C, and thatR is just the
multiplication table ofC, i.e. that all relations inRare triangular. For everyn ∈ N, considerXn the part
of the conez2 = x2 + y2 in R3 which is above the planez = n − 1. The intersection of this (truncated)
cone with the planez= n− 1 will be called itsbase. Cut a slit inXn of lengthn�, in the intersection of
Xn with the planez = 2n. This slit has simple closed curve boundary of length 2n�, same as the length
of the base ofXn+1. The resulting space is denoted byYn. The vertex ofY1 is denoted byO.

Now consider the following construction. We start with the spaceY1, glue in the spaceY2 so that the
base hole ofY2 is isometrically identified with the boundary of the slit cut inY1, glue inY3 so that the
base hole ofY3 is identified with the boundary of the slit inY2, etc. The resulting space with the natural
gluing metric is denoted byY. Now enumerate all relations inR = {r1, r2, . . .}. For everym= 1,2, . . . ,
rm has the formxixjx

−1
k . Choose a natural numberk= k(m) such that the base holes ofYi, Yj , Yk are at

the distance�k inYand such thatk(m)> k(m− 1). Consider the circlesyi, yj , yk obtained by cutting
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Yi, Yj , Yk by planes parallel to the base hole at distancek from O, and connect these circles withO by
geodesics. Glue in a Euclidean discDn to the circlesyi, yj , yk and connecting geodesics such that the
boundary ofDn is glued, locally isometrically, according to the relationrm. We supply the resulting space
YC with the natural geodesic metric dist.

We keep the above notation for ballsBn = B(O, n), and metric spacesNn and�n for this spaceYC .
The following properties of the space(YC,dist) are obvious.

Lemma 7.10. (1)The spaceYC is geodesic and proper.
(2) For everyd >0 there exists a numberr >0 such that every ball of radius d inYC , whose center is

outsideB(O, r), is contractible.
(3)The fundamental group ofYC is isomorphic to C.

Lemma7.11. Theultraballlim�(Bn)e ofYC withcenterO issimplyconnected ifdist(en,O) is unbounded
�-almost surely, otherwise it is isometric toYC .

Proof. Indeed, if a pointe = (en) fromX� is such that dist(en,O) is bounded�-almost surely then the
corresponding ultraball is isometric toYC by Remark 7.8. Suppose that

lim
�

dist(en,O)=∞.

LetUbe the corresponding ultraball. Then every closed ballBU(e, r) inU is the�-limit of BYC(en, r)∩Bn.
By Lemma 7.10, the ballsBYC(en, r) are contractible�-almost surely. ThereforeBU(e, r) is contractible.
Since every loop inU is contained in one of the ballsBU(e, r), U is simply connected. �

7.2. Construction of the group

Let A be an alphabet andFA a free group generated byA. For everyw ∈ FA we denote by|w| the
length of the wordw.

Definition 7.12(propertyC∗(�)). A setW of reduced words inFA, that is closed under cyclic permuta-
tions and taking inverses, is said to satisfypropertyC∗(�) if the following hold.

(1) If u is a subword in a wordw ∈W so that|u|��|w| thenu occurs only once inw.
(2) If u is a subword in two distinct wordsw1, w2 ∈W then|u|�� min(|w1|, |w2|).

We need the following result from[26].

Proposition 7.13 (Erschler and Osin[26] ). Let A = {a, b}. For every�>0 there exists a setW of
reduced words inFA, closed with respect to cyclic permutations and taking inverses, satisfying the
following properties:

(1) W satisfiesC∗(�);
(2) for everyn ∈ N, the set{w ∈W | |w|�n} satisfiesC∗(�n) with limn→∞ �n = 0;
(3) limn→∞ card{w ∈W | |w| = n} =∞.

Notation. Let us fix�= 1
500, and a set of wordsW provided by Proposition 7.13.
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Let �(n)= card{w ∈W | |w| = n}. We have that limn→∞ �(n)=∞.
Fix a number� ∈ (0,1). For everyn ∈ N, let �n be a finite metric graph with edges of length at least

�n and at most�[n/2] and diameter at most 10n for n large enough. We endow�n with the length metric
distn. Let Nn be the set of vertices of�n and letOn be a fixed vertex inNn. Let En be the number of
edges of�n.

Definition 7.14 (fast increasing sequences). An increasing sequence(dn) of positive numbers is called
fast increasing with respect to the sequence of graphs(�n) if it satisfies the following:

(1) for everyi�[�ndn], �(i)�En;

(2) limn→∞ �ndn
dn−1

=∞;

(3) limn→∞ En

�ndn
= 0.

Fast increasing sequences of numbers clearly exist.
Let us fix a fast increasing sequenced = (dn) with respect to the sequence of graphs(�n).
To every edgee = (x, y) in �n we attach a wordwn(e) in W of length[dn|e|] such that

(1) wn(e
−1)= wn(e)

−1;
(2) wn(e) �= wn(e

′) if e �= e′.

We can choose these words because for every edgee = (x, y) in �n, we have[dn dist(x, y)]�[�ndn]
and because we have enough words inW of any given length (part (1) of Definition 7.14).

Definition 7.15(the presentation of the group G). We define the set of relationsRn as follows: for every
loopp = e1e2 . . . es in �n we include inRn the free reduction of the word

wn(p)= wn(e1)wn(e2) · · ·wn(es).

LetR =⋃n∈N Rn and letG= 〈a, b | R〉.
Notation. We denote by Cayley(G) the left invariant Cayley graph ofGwith respect to the presentation
G = 〈a, b | R〉, that is the vertices are elements ofG and the (oriented) edges are(g, gx) for every
x ∈ {a, b, a−1, b−1}. The edge(g, gx) in Cayley(G) is usually labelled byx, so Cayley(G) can be
viewed as a labelled graph. Every path in Cayley(G) is labelled by a word ina andb. The length of a
pathp in Cayley(G) is denoted by|p|. The distance function in Cayley(G) is denoted by dist; it coincides
with the word metric onG.

Notation. For every wordw in the free groupF{a,b} we denote bygw the element inG represented
byw.

As in [26,41], we introduce the following types of words.

Definitions 7.16(words of rank n). Every freely reduced product

w = wn(e1)wn(e2) · · ·wn(em), (17)
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wheree1, . . . , em are edges in�n, is called aword of rank n. The wordswn(ei) will be called theblocks
of w.

Every freely reduced product

wn(p)= wn(e1)wn(e2) · · ·wn(em),

wherep = e1e2 . . . em is a path in�n, is called anet word of rank n.

Remark 7.17. The wordswn(e) have length at least[�ndn]�[dn−1]�d1/�
n−1−1�n for n large enough.

This and the small cancellation assumptions from Proposition 7.13 imply that at most 2�n of the length
of the blockwn(e) can cancel in the product (17) provided none of its neighbor factors iswn(e

−1). In
particular, if a pathp in �n has no backtracking, at most 2�n of the length of any factorwn(e) cancels in
the wordwn(p).

Notation. For every pathp in �n starting atOn let p̄ be the path in Cayley(G) labelled bywn(p) starting
at 1. We denote byRn ⊂ Cayley(G) the union of all these paths̄p. It is easy to see thatRn consists of
all prefixes of all net wordswn(p), wherep is a path in�n starting atOn.

Definition 7.18 (cells of rank n). By definition of the set of relationsR, the boundary label of every cell
in a van Kampen diagram overR is a net word. Therefore a cell in is called acell of rank nif its
boundary label is a net word of rankn.

Definition 7.19 (minimal diagrams). A van Kampen diagram overR is calledminimal if it contains the
minimal number of cells among all van Kampen diagrams overRwith the same boundary label, and the
sum of perimeters of the cells is minimal among all diagrams with the same number of cells and the same
boundary label.

Notation. The boundary of any van Kampen diagram (cell) is denoted by�.

Lemma 7.20. (1)Every minimal van Kampen diagram over R satisfies the small cancellation property
C′(1/10) (that is, the length of any path contained in the boundaries of any two distinct cells in cannot
be bigger than1/10of the length of the boundary of any of these cells).

(2)Every cell� in a minimal van Kampen diagram over R satisfies|��|�2|�|.
Proof. (1) is Lemma 4.2 in[26].

(2) We prove the statement by induction on the numbern of cells in . If n = 1 then the statement
is obviously true. Suppose it is true for somen. We consider a minimal van Kampen diagram with
n+ 1 cells. By Greendlinger’s lemma[40] and Part (1) there exists a cell� and a common pathp of ��
and� whose length is bigger than710|��|. It follows that|��|�2|�|. Removingp and the interior of�,
we obtain a minimal diagram′ with boundary length smaller than|�| and with fewer cells than. It
remains to apply the induction assumption to′. �

Notation. We shall denote the graphical equality of words by≡.

Lemma 7.21. Letu ≡ u1u2u3 be a word of rank n andu′ ≡ u′1u2u
′
3 be a word of rankm, n�m.Suppose

|u2| is at least5� times the maximal length of a block inu′. Thenm = n. In addition, if u = wn(p) and
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u′ =wn(q) are net words then the paths p and q in�n have a common edge e: p=p1ep2, q=q1eq2, and
u1 (resp.u′1) is a prefix ofwn(p1e) (resp.wn(q1e)), u3 (resp.u′3) is a suffix ofwn(ep2) (resp.wn(eq2)).

Proof. Indeed, the conditions of the lemma imply that one of the blocks ofu that either containsu2 or is
contained inu2 has in common with one of the blocks ofu′ at least� of its length. The small cancellation
conditionC∗(�) implies that the blocks coincide, som=n. The rest of the statement follows immediately
from the definition of net words and Remark 7.17.�

Lemma 7.22. Let u andv be two words in{a, b} that are equal in G. Suppose that u is a(net) word of
rank n andv is a shortest word that is equal to u in G. Thenv is also a(net) word of rank n. In addition,
if u is a net word, u= wn(p), thenv = wn(q) for some simple path q in�n having the same initial and
terminal vertices as p.

Proof. Consider a van Kampen diagram overRwith boundary�= st whereu labelss, v−1 labelst.
By the Greendlinger lemma, propertyC′(1/10) implies that there exists a cell� in  such that�� and

� have a common sub-pathr of length 7
10|��|. Sincev is a shortest word that is equal tou in G, no more

than1
2 of �� is a sub-path oft. Therefore|r ∩ s|� 1

5|��|. Notice that the label of�� is the reduced form of
a product of at least two blocks. Therefore the label ofr ∩ s contains at least(1− 4�)/5 of a block in��.
Lemma 7.21 implies that� is a cell of rankn. After we remove the cell� from  we obtain a diagram′
corresponding to an equalityu′ = v of the same type asu= v, that isu′ is a word of rankn representing
the same element inG asu andv, and if u = wn(p) thenu′ = wn(p

′), wherep′ is a path in�n with
p′− = p−, p′+ = p+. Since′ has fewer cells than, it remains to use induction on the number of cells
in . �

7.3. Tree-graded asymptotic cones

Recall that we consider any sequence of metric graphs�n, n�1, satisfying the properties listed before
Definition 7.14, that the set of vertices of�n is denoted byNn, and that we fix basepointsOn in Nn. For
everyx ∈ Nn let px be a path fromOn to x in �n. We define

�n:Nn → Rn, �n(x)= wn(px) in G

(see notation before Definition 7.18).
The value�n(x) does not depend on the choice of the pathpx , becausewn(q) is equal to 1 inG for

every loopq in �n by the definition of the presentation ofG. Hence�n is a map.

Remark 7.23. Notice that every point inRn is at distance at most�[n/2]dn(1+ �n) from �n(Nn).

The sequence of maps(�n) clearly defines a map

(xn)
� �→ (�n(xn))

�

from �Nn/� to �Rn/�.

Remark 7.24. Let a = �n(x), x ∈ Nn, and letb ∈ G be such thata andb can be joined in Cayley(G)

by a path labelled bywn(q), whereq is a path in�n with q− = x andq+ = y. Thenb=�n(y) ∈ �n(Nn).
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Lemma7.25. Lete=(en)�∈�Nn/�,e′=(�n(en))
�.Themap��:lim�(Nn,distn)e→lim�(Rn,dist/dn)e′

such that

��(lim
�(xn))= lim�(�n(xn))

is a surjective isometry.

Proof. For everyx, y ∈ Nn, let p = e1e2 . . . es be a shortest path fromx to y in �n. Then�n(x) and
�n(y) are joined in Cayley(G) by a path labelled bywn(p). It follows that

dist(�n(x),�n(y))�
s∑

i=1

|wn(ei)|�dn

s∑
i=1

|ei | = dn distn(x, y).

By Lemma 7.22, for everyx, y ∈ Nn there exists a geodesic joining�n(x) to �n(y) labelled by a net
wordwn(q) of rankn. If q = e1e2 . . . et then

wn(q)= wn(e1) · · ·wn(et ).

Therefore

dist(�n(x),�n(y))= |wn(q)|�
t∑

i=1

(1− 2�n)|wn(ei)|

�(1− 2�n)
t∑

i=1

(dn|ei | − 1)�(1− 2�n)(dn distn(x, y)− t)

�(1− 2�n)(dn distn(x, y)− En).

Thus for everyx, y ∈ Nn,

(1− 2�n)(dn distn(x, y)− En)�dist(�n(x),�n(y))�dn distn(x, y). (18)

According to (18), for every lim�(xn), lim�(yn) ∈ lim�(Nn,distn)e we have that

lim� distn(xn, yn)− lim�
En

dn
� lim�

dist(�n(xn),�n(yn))

dn
� lim� distn(xn, yn). (19)

Since(dn)n∈N is a fast increasing sequence we have that lim�(En/dn) = 0. This implies that�� is
well defined and that it is an isometry.

Remark 7.23 implies the surjectivity of the map��. �

Notation. We denote bye the element(1)� ∈ G�.

Proposition 7.26. Let (�n)n∈N be a sequence of metric graphs satisfying the properties listed before
Definition7.14,let (dn)n∈N be a fast increasing sequence with respect to(�n)n∈N and letG= 〈a, b | R〉
be the group constructed as above. For every ultrafilter� the asymptotic coneCon�(G; e, d) is tree-
graded with respect to the set of pieces:

P=
{

lim�(gnRn) | (gn)� ∈ G� such that lim�
dist(e, gnRn)

dn
<∞

}
, (20)

in particular different elements(gn)� correspond to different pieces fromP.
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Fig. 6. Diagramn.

Proof. Property (T1). Suppose that lim�(gnRn) ∩ lim�(g′nRn) contains at least two distinct points,
where(gn)�, (g′n)� ∈ G�. We may suppose that(g′n)� = (1)�. Let

lim�(an), lim�(bn) ∈ lim�(gnRn) ∩ lim�(Rn), lim�(an) �= lim�(bn).

The inclusion lim�(an), lim�(bn) ∈ lim�(Rn) implies that

lim�(an)= lim�(�n(xn)), lim�(bn)= lim�(�n(yn)),

wherexn, yn ∈ Nn, lim�(xn) �= lim�(yn). The inclusion lim�(an), lim�(bn) ∈ lim�(gnRn) implies that
lim�(an)= lim�(gn�n(x

′
n)), lim�(bn)= lim�(gn�n(y

′
n)), wherex′n, y′n ∈ Nn, lim�(x′n) �= lim�(y′n).

By Lemma 7.22, for everyn�1, there exists a geodesicp(n)1 in Cayley(G) joining �n(xn) with �n(yn)

labelled by a net wordwn(p
(n)
1 ), wherep(n)

1 is a simple path fromxn toyn in �n. It follows thatp(n)1 ⊂ Rn.

Similarly, there exists a geodesicp(n)2 joining gn�n(x
′
n) to gn�n(y

′
n) contained ingnRn. The label of this

geodesic is a net wordwn(p
(n)
2 ). Letqn be a geodesic joining�n(xn) togn�n(x

′
n)andq′n a geodesic joining

�n(yn) to gn�n(y
′
n) in Cayley(G). Bothqn andq′n have lengtho(dn). The geodesicsp(n)1 andp(n)2 on the

other hand have lengthO(dn). We consider the geodesic quadrilateral composed ofp
(n)
1 , qn, p

(n)
2 , q′n and

a minimal van Kampen diagramn whose boundary label coincides with the label of this quadrangle.
Then�n is a product of four segments which we shall denotesn, tn, s

′
n, t

′
n (the labels of these paths

coincide with the labels of the pathsp(n)1 , qn, p
(n)
2 , q′n, respectively).

There exists a unique (covering) map� from  to Cayley(G) that maps the initial vertex ofsn to 1 and
preserves the labels of the edges. The map� mapssn to p(n)1 ⊆ Rn ands′n to p(n)2 ⊆ gRn.

Let 1
n be the maximal (connected) sub-diagram ofn that containssn and whose�-image is contained

inRn. Likewise, let2
n be the maximal sub-diagram ofn that containss′n and whose�-image is contained

in gRn. The complementn\(1
n ∪ 2

n) has several connected components.
Suppose that the complement contains cells, and let�n be one of the non-trivial components of the

complement. The boundary of�n is contained in�1
n ∪ tn ∪ �2

n ∪ t ′n. By Greendlinger’s lemma, there
exists a cell� in �n such that�� ∩ ��n contains a pathun of length at least710|��|. Suppose thatun
has more than 15� of its length in common with�1

n. Then the labels of�� and�1
n contain a common

sub-word of length at least 5� of the length of a block participating in the label of��. By Lemma 7.21,
� has rankn and the�-image of1

n ∪ � is in Rn, a contradiction with the maximality of1
n. Hence

|un ∩ �1
n|�15�|un|.A similar argument applies to2

n (Fig. 6).
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Therefore|un∩ (�1
n∪�2

n)|�30�|un|. It follows thatun has more than610|��| in common withtn∪ t ′n.
Since�(tn)and�(t ′n)are both geodesics,un must intersect both of them.We have|un|�30�|un|+|tn|+|t ′n|;
hence|un| = o(dn). Therefore

dist(�n(xn),�n(yn))� |un| + |tn| + |t ′n| = o(dn),

a contradiction.

Property (T2). According to Proposition 3.29, it suffices to study sequences of geodesick-gonsPn in
Cayley(G) with all lengths of edges of orderdn, k fixed and lim�(Pn) a simple geodesic triangle. We
need to show that lim�(Pn) is contained in one piece.

We fix such a sequence(Pn)n∈N of k-gons in Cayley(G). LetVn be the set of vertices ofPn.We consider
minimal van Kampen diagrams(n) and covering maps�n: (n) → Cayley(G) such that�n(�(n)) isPn.
We can consider the boundary of(n) also as ak-gon whose vertices and sides correspond to the vertices
and sides ofPn.

(a)Properties of the diagrams(n). By Lemma 7.20, each cell from(n) has boundary length�O(dn).
On the other hand, the cells of rankk�n + 1 have boundary of length at least[�n+1dn+1]. Property (2)
of the fast increasing sequence(dn) implies that forn large enough all cells from the diagram(n) are of
rankk�n.

Suppose that�-almost surely there exists a cell� of rankm�n − 1 in (n), the boundary of which
intersects two edges[x, y], [z, t] without a common endpoint. Recall that the diameter of a cell of rank
m is at most 10mdm�10(n−1)dn−1. Then there exist two points in�n[x, y] and in�n[z, t], respectively,
which are at distance at most 10(n− 1)dn−1 of each other. In the�-limit of Pn we obtain that two edges
without a common endpoint intersect in a point. This contradicts the fact that lim�(Pn) is a simple loop.
We conclude that�-almost surely all cells whose boundaries intersect two edges without a common
endpoint are of rankn.

Suppose that the boundary of one of the cells� of rankm in (n) is not a simple path. Then by applying
the Greendlinger lemma to any hole formed by��, we get a cell�′ whose boundary has a common sub-
pathu with �� such that|u|� 7

10|��′|. Then there exists a blockw in ��′ such that|w ∩ ��|� 7
20|w|. We

apply Lemma 7.21 to�� and��′ and we obtain that the ranks of� and�′ coincide and that the boundary
label of the union� ∪ �′ is a net word of rankm corresponding to a loop in�m. Hence the union of the
cells� and�′ can be replaced by one cell corresponding to a relation fromR, a contradiction with the
minimality of (n). Hence the boundary of each cell in(n) is a simple path.

Suppose that the boundaries of two cells�1, �2, in (n), of rankm1 andm2, respectively, intersect
in several connected components. We apply the Greendlinger lemma to a hole formed by��1 ∪ ��2 and
we get a cell�′ whose boundary has a common sub-path, of length at least7

10|��′|, with ��1 ∪ ��2.
Therefore��′ has a common sub-path with one��i , i ∈ {1,2}, of length at least720|��′|. Lemma 7.21
implies that the ranks of�i and�′ coincide and that the boundary label of�i ∪ �′ is a net word of rank
mi corresponding to a loop in�mi

. Hence�i ∪ �′ can be replaced by one cell, a contradiction with the
minimality of (n). Weconclude that the intersection of the boundaries of two cells, if non-empty, is
connected.

Suppose that the boundary of a cell� in (n) of rankm intersects one side[x, y] of �(n) in several
connected components. We consider a hole formed by��∪ [x, y] and we apply the Greendlinger lemma
to it. We obtain a cell�′ whose boundary has a common sub-pathuwith ��∪[x, y], such that|u|� 7

10|��′|.
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Since�n[x, y] is a geodesic,ucannot have more than57|u| in common with[x, y]. Hence|u∩��|� 1
5|��′|,

which implies that there exists a blockw in ��′ such that|w∩��|� 1
10|w|. We apply Lemma 7.21 to� and

�′ and as previously we obtain a contradiction of the minimality of(n). Consequently, the intersection
of the boundary of a cell in(n) with a side of�(n), if non-empty, is connected.

(b)Existence of a cell�n of rank n in(n) such thatdist(Pn, �n(��n))= o(dn). Take any vertexv= vn
of thek-gon�(n). Let [x, v], [v, y] be the two consecutive sides of thek-gon�(n). Let x′n ∈ [x, v] be
such that�n(x

′
n) is the last point on[�n(v), �n(x)] (counting from�n(v)) for which there exists a pointz

on [�n(v), �n(y)] with dist(�n(x
′
n), z) not exceeding�n/2dn. Since�n/2dn= o(dn), lim�(x′n)= lim�(�nv)

(recall that the triangle lim�(Pn) is simple). Therefore dist(x′n, �nv)= o(dn).
Similarly lety′n ∈ [y, v] be such that�n(y

′
n) is the last point on[�n(v), �n(y)] for which there exists a

pointzon [�n(v), �n(x)] with dist(�n(y
′
n), z)��n/2dn. Then dist(y′n, �nv)= o(dn).

Consider the set�v of cells � in (n) whose boundaries have common points with both[x, v] and
[v, y]. The boundary of� naturally splits into four parts: a sub-arc of[x, v], a sub-arc of[v, y], and two
arcsc(�), c′(�) which connect points on[x, v] with points on[v, y] and such thatc(�) andc′(�) do not
have any common points with[x, v] ∪ [v, y] other than their respective endpoints. We assume thatc′(�)
is closer tov thanc(�).

The cells from�v are ordered in a natural way by their distance fromv. Take the cell� ∈ �v which
is the farthest fromv among all cells in�v satisfying

dist(�n(c(�)−), �n(c(�)+))�[�n/2dn].
Let us cut off the corner of(n) bounded by the triangle�v = c(�)∪ [c(�)−, v] ∪ [v, c(�)+]. Notice that
by the definition ofx′n, y′n, we havec(�)− ∈ [x′n, v], c(�)+ ∈ [v, y′n]. Therefore the lengths of the sides
of �v areo(dn). Also notice that�-almost surely�v contains all cells of rank�n − 1 from �v. This
follows from the fact that the diameter ofRk, k�n − 1, does not exceed 10(n − 1)dn−1; hence forn
large enough it does not exceed[�n/2dn] by property (2) of the definition of a fast increasing sequence.

Let us do this operation for every vertexv of thek-gon(n). As a result, we get a minimal diagram
(n)

1 such that�n(
(n)
1 ) is a 2k-gonP ′n with k sides which are sub-arcs of the sides ofPn (we shall call

themlong sides) andk sides which are curves of typec(�) whose lengths areo(dn) (short sides). Some
of the short sides may have length 0. The�-limit lim �(P ′n) coincides with lim�(Pn). We shall consider
�(n)

1 as a 2k-gon with long and short sides corresponding to the sides ofP ′n.

Notice that by construction(n)
1 does not have cells of rank�n− 1 which have common points with

two long sides of the 2k-gon�(n)
1 (Fig. 7).

Let �1, �2, . . . , �m be all Greendlinger610-cells in (n)
1 , i.e. for everyi = 1, . . . , m, the intersection

��i ∩ �(n)
1 contains a sub-pathui of length at least610|��i |. Let ri be the rank of the cell�i , i=1, . . . , m.

The pathui cannot have more than56 of its length in common with a long side of the 2k-gon�(n)
1 because

the�n-images of these sides are geodesics. By Lemma 7.21,ui cannot have a sub-path of length bigger
than 5� times the length of a block of rankri in common with a short side of�(n)

1 . Since short sides

and long sides in�(n)
1 alternate�-almost surely,ui must have points in common with two long sides of

�(n)
1 . Therefore the numberm is at mostk and the rankri is n for everyi = 1, . . . , m (�-almost surely).

Let us cut off all cells�1, . . . , �m from the diagram(n)
1 . The resulting diagram(n)

2 has a form of a

polygon where each side is either a part of a long side of(n)
1 (we call it againlong) or a part of��i (we
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Fig. 7. Diagram(n).

call it special) or a part of a short side of(n)
1 (we call itshort). Notice that by the definition of(n)

1 , the

length of any special side of(n)
2 cannot be smaller than[�n/2dn] �-almost surely.

Suppose that the diagram(n)
2 contains cells�-almost surely. Consider a Greendlinger7

10-cell � of

rankm in (n)
2 and the corresponding pathu ⊂ ��∩�(n)

2 . This path cannot have more than5
7 of its length

in common with a long side of(n)
2 , more than 5� times the length of a block of�� in common with a

special or short side. Thereforeucannot contain a whole special side of(n)
2 . Henceuhas a sub-pathu′ of

length at least( 7
10− 10�)|��| that intersects only long and short sides of(n)

2 . Hence� is a Greendlinger
6
10-cell in (n)

1 . This contradicts the fact that all such cells were removed when we constructed(n)
2 .

Thus(n)
2 contains no cells�-almost surely. In particular, all cells in(n)

1 are of rankn and all of them
are Greendlinger610-cells. For each cell�i , i = 1, . . . , m, consider the decomposition��i = uiu

′
i . Any

two arcsu′i , u′j (i �= j ) have at most one maximal sub-arc in common. The length of this sub-arc is at

most 5� times the length of a maximal block of rankn (by Lemma 7.21 and the minimality of(n)).
Hence (�-almost surely) the length of any arcu′i is at most 5k�[�n/2dn]. Therefore lim�(|u′i |/dn) = 0.
Since lim�(P ′n) is a simple triangle, we can conclude that�-almost surely for all but onei ∈ {1, . . . , m}
the length of��i is o(dn). Indeed otherwise we would have two points onP ′n at distanceO(dn) along
the boundary ofP ′n but at distanceo(dn) in Cayley(G). The�-limits of these two points would give us a
self-intersection point of lim�(P ′n).

Let us call this exceptionali by in. Then lim�(P ′n) coincides with lim�(�n(��in)). Since�n(�in) is
contained ingnRn for somegn, lim�(P ′n) is contained in one piece lim�(gnRn). �

Proposition 7.27 (description of the set of pieces). Consider the following two collections of metric
spaces:{

lim�(gnRn)e | (gn)� ∈ G�, lim�
dist(e, gnRn)

dn
<∞

}
(21)
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and

{lim�(Nn,distn)x | x ∈ �Nn/�}. (22)

We consider eachlim�(Nn,distn)x as a space with basepointlim�(xn) and eachlim�(gnRn)e as a
space with basepointlim�(yn), wherelim�(yn) is the projection oflim�(e) onto lim�(gnRn).
Then every space in one of these collections is isometric, as a metric space with basepoint, to a space

in the other collection. Moreover every space in the second collection is isometric to continuously many
spaces in the first collection.

Proof. Let tn=g−1
n yn,n�1. Lety=(yn)

� andt=(tn)
�. Then lim�(gnRn)e is isometric to lim�(gnRn)y

which, in turn, is isometric to lim�(Rn)t . Notice thattn ∈ Rn, �-almost surely. Remark 7.23 implies
that there exists aun ∈ �n(Nn) such that lim�(dist(un, tn)/dn) = 0. Let u = (un)

�. For everyn�1,
let xn ∈ Nn be such thatun = �n(xn), x = (xn)

�. Then by Lemma 7.25, lim�(gnRn)e is isometric to
lim�(Nn)x .

The fact that every limit set lim�(Nn,distn)x is isometric to a set lim�(Rn,dist/dn)g follows from
Lemma 7.25. We writeg as lim�(g−1

n ) for someg−1
n ∈ �n(Nn). The set lim�(gnRn,dist/dn)e contains

lim�(1) and with respect to this basepoint it is isometric to lim�(Nn,distn)x .
We consider an arbitrary element(�n)

� inG�
e such that lim�(dist(1, �n)/dn)=0.The set lim�(�ngnRn)e

is distinct from the set lim�(gnRn)e, as the argument in Proposition 7.26 shows. On the other hand, the met-
ric space lim�(�ngnRn)e with basepoint lim�(�n)= lim�(1) is isometric to the metric space lim�(gnRn)e
with basepoint lim�(1), and hence to lim�(Nn,distn)x with basepoint lim�(xn). We complete the proof
by noting that there are continuously many elements(�n)

� with lim�(dist(1, �n)/dn)= 0. �

7.4. Free products appearing as fundamental groups of asymptotic cones

The following lemma is obvious.

Lemma 7.28. The collection of sets{2kN+ 2k−1 | k ∈ N} is a partition ofN.

Notation. We denote the set 2kN + 2k−1 by Nk, for everyk ∈ N. We denote byk(n) the element
2kn+ 2k−1 of Nk.

Let (Mk,distk)k∈N be a sequence of proper geodesic locally uniformly contractible spaces, letOk be a
point inMk and let� be a real number in(0,1). Fix k ∈ N. We apply Remark 7.4 to the sequence of sets
(B

(k)
n )n∈N∪{0}, whereB(k)

0 ={Ok} andB(k)
n =B(Ok, n), n ∈ N, and to the sequence of numbers(�n)n∈N.

We obtain an increasing sequence

{Ok} ⊂ N
(k)
1 ⊂ N

(k)
2 ⊂ · · · ⊂ N(k)

n ⊂ · · · , (23)

such thatN(k)
n is a �n-snet in(B(k)

n ,distk). We consider the sequence of graphs��[n/2](N
(k)
n ) endowed

with the length metric dist(k)n . We denote��[n/2](N
(k)
n ) by �(k)

n .

Remark7.29. Note that the diameter of(N(k)
n ,distk) is at most 2n, so by (11) the diameter of(�(k)

n ,dist(k)n )

is at most 10n, for n large enough. Hence the graphs�(k)
n satisfy the conditions listed before

Definition 7.14.
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Now consider the sequence(�n,distn,On) of finite metric graphs endowed with length metrics and
with distinguished basepoints defined as follows:(�n,distn,On) ≡ (�(k)

n ,dist(k)n , Ok) whenn ∈ Nk.
We consider a sequence(dn) of positive numbers which is fast increasing with respect to the sequence
of graphs(�n). We construct a groupG= 〈a, b | R〉 as in Section 7.2, associated to the sequences(�n)

and(dn).
For everyk ∈ N let �k be an ultrafilter with the property that�k(Nk)= 1.

Proposition 7.30. The asymptotic coneCon�k (G; e, d) is tree-graded with respect to a set of pieces
Pk that are isometric to ultraballs ofMk with centerOk. Ultraballs with different observation points
correspond to different pieces fromPk.

Proof. By Proposition 7.26, Con�k (G; e, d) is tree-graded with respect to

Pk =
{

lim�k (gnRn) | (gn)�k ∈ G�k such that lim�k

dist(e, gnRn)

dn
<∞

}
. (24)

By Proposition 7.27, the collection of representatives up to isometry of the set of pieces (24) coin-
cides with the collection of representatives up to isometry of the set of ultralimits lim�k (Nn,distn)x ,
x ∈ �Nn/�k. The hypothesis that�k(Nk) = 1 and the definition of the sequence of graphs(�n) im-
plies that lim�k (Nn,distn)x = lim�k (N

(k)
n ,dist(k)n )x(k) for somex(k) ∈ �N

(k)
n /�k. It remains to apply

Lemma 7.5. �

Corollary 7.31. Suppose that the spaceMk is compact and locally uniformly contractible. Then the
asymptotic coneCon�k (G; e, d) is tree-gradedwith respect to pieces isometric toMk,and the fundamental
group of this asymptotic cone is the free product of continuously many copies of�1(Mk).

Proof. It is a consequence of Propositions 7.30 and 2.22.�

Corollary 7.32. There exists a2-generated group� such that for every finitely presented group G, the
free product of continuously many copies of G is the fundamental group of an asymptotic cone of�.

Theorem 7.33.For every countable group C, there exists a finitely generated group G and an asymptotic
cone T of G such that�1(T ) is isomorphic to an uncountable free power of C. Moreover,T is tree-graded
and each piece in it is isometric either to a fixed proper metric spaceYC with �1(YC)=C or to a simply
connected ultraball ofYC .

Proof. Let C be a countable group. By Lemma 7.10,C is the fundamental group of a geodesic, proper,
and locally uniformly contractible spaceYC . Moreover, by Lemma 7.11, there exists a pointO in YC
such that every ultraball ofYC with centerO either is isometric toYC or is simply connected. It is easy
to see that the cardinality of the set of different ultraballs ofYC with centerO, that are isometric toYC ,
is continuum. Consider the 2-generated groupG=G(YC) obtained by applying the above construction
to Mk = YC andOk = O, k�1. Then by Proposition 7.30 there exists an asymptotic cone ofG that is
tree-graded with respect to a set of piecesP such that the collection of representatives up to isometry of
the pieces inP coincides with the collection of representatives up to isometry of the set of ultraballs of
YC with centerO. By Proposition 2.22, the fundamental group of that asymptotic cone is isomorphic to
the free power ofC of cardinality continuum. �



1032 C. Druţu, M. Sapir / Topology 44 (2005) 959–1058

7.5. Groups with continuously many non-homeomorphic asymptotic cones

We use the construction in Section 7.2 to obtain a 2-generated recursively presented group which has
continuously many non-�1-equivalent (and thus non-homeomorphic) asymptotic cones. Let us enumerate
the set of non-empty finite subsets ofN starting with{1} and{1,2}, then listing all subsets of{1,2,3}
containing 3, all subsets of{1,2,3,4} containing 4, etc. LetFk, k ∈ N, be thekth set in the sequence of
subsets.

For everyn�1 letTn be then-dimensional torusRn/Zn with its natural geodesic metric and a basepoint
O = (0,0, . . . ,0).

For everyk�1 consider the bouquet of toriBk =∨n∈Fk
(Tn,O). This is a compact locally uniformly

contractible geodesic metric space with a metric distk induced by the canonical metrics on the tori and
with the basepointOk =O.

We repeat the construction of a groupG=〈a, b | R〉 in Section 7.4 for the sequence of proper geodesic
spaces with basepoints(Bk,distk,Ok)k∈N.

Since allBk are bouquets of tori, we can choose the snetsN
(k)
n coming from the same regular tilings

of the tori of different dimensions, and from their regular sub-divisions. There is a recursive way to
enumerate the snetsN(k)

k(n). For an appropriate choice of the set of wordsW in Proposition 7.13, we obtain
a recursively presented groupG. The group has the following property.

Proposition 7.34. The asymptotic coneCon�k (G; e, d) is tree-graded with respect to a set of piecesP̃k

such that every piece is isometric to one of the toriTn, n ∈ Fk.

Proof. Proposition 7.30 implies that the asymptotic cone Con�k (G; e, d) is tree-graded with respect to a
set of piecesPk such that all pieces are isometric toBk. It remains to use Lemma 2.26.�

Notation. We denote Con�k (G; e, d) by Ck and lim�k (e) by ek.

Let I be an arbitrary infinite subset ofN, I = {i1, i2, . . . , in, . . .}. We consider the increasing sequence
of finite sets

Fk1 ⊂ Fk2 ⊂ · · · ⊂ Fkn ⊂ · · ·
defined byFkn={i1, i2, . . . , in}. Correspondingly we consider the sequence of asymptotic cones(Ckn)n∈N.
We consider an ultrafilter�. The ultralimit lim�(Ckn)(ekn )n∈N

is also an asymptotic cone ofG, according
to Corollary 3.24. We denote it byC�(I ).

Lemma 7.35. Let (Tki ) be a sequence of toriTki = Rki /Zki with canonical flat metrics. Suppose
that lim�(ki) =∞ for some ultrafilter�. LetT = lim�(Tki )e for some e. ThenT contains isometric
�1-embedded copies of all toriTn, n�1.

Proof. Since tori are homogeneous spaces, we can assume thate is the sequence of points(0,0, . . .). For
everyn�1 the torusTn isometrically embeds intoTki for �-almost alli by the map�i : (x1, . . . , xn) �→
(x1, . . . , xn,0,0, . . .). ConsequentlyTn isometrically embeds intoT by ��: x̄ �→ lim�(�i(x̄)).Let c be
a non-0-homotopic loop inTn. Suppose that��(c) is 0-homotopic inT. Then there exists a continuous
map�: D2 →T with �(�D2)=��(c). For every small positiveε, there exists a triangulation ofD2 such
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that if e is an edge in the triangulation, the images by� of the endpoints ofe are at distance at mostε.
Let Vε be the set of vertices of such a triangulation. The restricted map�ε�|Vε is an�-limit of maps
�i :Vε → Tki . For everyi and for every edgee in the considered triangulation ofD2 we join with a
geodesic inT ki the images by�i of the endpoints ofe. The length of this geodesic is�-almost surely
less than 2ε. To each triangle of the triangulation thus corresponds a geodesic triangle inT ki of perimeter
smaller than 6ε, �-almost surely. Forε small enough all these geodesic triangles are 0-homotopic in some
T ki . But thenc is 0-homotopic inT ki , a contradiction. �

Lemma 7.36. The asymptotic coneC�(I ) is tree-graded with respect to a set of piecesP̃�(I ) such that:

(1) All pieces are either isometric to one of the toriTi , i ∈ I , or they have the property that for every
n ∈ N they contain an isometric�1-embedded copy ofTn.

(2) The fundamental group of every piece is Abelian.

Proof. Proposition 7.34 implies that for everyn ∈ N,Ckn is tree-graded with respect to a set of pieces
P̃kn such that every piece is isometric to one of the tori{Ti1,Ti2, . . . ,Tin}. Theorem 3.30 implies that
C�(I )= lim�(Ckn)(ekn )n∈N

is tree-graded with respect to the set of pieces

P̃�(I )=
{
lim�(Mn) | Mn ∈ P̃kn,dist(ekn,Mn) bounded uniformly inn

}
. (25)

Let lim�(Mn) be one of these pieces. SinceMn ∈ P̃kn , it follows thatMn is isometric to one of the tori
{Ti1, Ti2, . . . , Tin}. Let i(Mn) be the dimension of the torusMn and let distn be the geodesic metric
onMn.

(1) We have two possibilities.
I. lim�(i(Mn)) = ∞. In this case we can imply Lemma 7.35 and conclude that lim�(Mn) contains

isometric and�1-injective copies of toriTN for everyN.
II. lim �(i(Mn))<∞. It follows that there exists a finitemsuch thati(Mn) ∈ {i1, i2, . . . , im} �-almost

surely. Remark 3.2 implies that there existsj ∈ {1,2, . . . , m} such thati(Mn) = ij �-almost surely.
Hence�-almost surelyMn is isometric toTij and lim�(Mn) is isometric toTij .

(2) Every torusTn is a topological group, so it admits a continuous binary operation and a continuous
unary operation satisfying the standard group axioms. It is not difficult to see that�-limits of tori also
are topological groups. Now the statement follows from the fact that the fundamental group of every
topological group is Abelian[32]. �

Theorem 7.37.The2-generated recursively presented groupG has continuouslymany non�1-equivalent
(and in particular non-homeomorphic) asymptotic cones.

Proof. Indeed, by Lemma 7.36 and Proposition 2.22 the fundamental group ofC�(I ) is a free product
of Zi , i ∈ I , and infinite dimensional Abelian groups. By Kurosh’s theorem[40], if j /∈ I thenZj cannot
be a free factor of that fundamental group. Hence the asymptotic conesC�(I ) for different subsetsI of
N have different fundamental groups.�

Remark 7.38. Each of the continuously many asymptotic cones from Theorem 7.37 is a restrictive
asymptotic cone in the sense of Section 3.3. Indeed by Remark 3.25, each of the cones Con�k (G; e, d) is
isometric to a restrictive asymptotic cone Con�k (G; e, (n)). The map� defined in Section 3.3 just before
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Remark 3.25 is in this case injective. The images of the setsNk under this map are pairwise disjoint and
�k(�(Nk))= 1. It remains to use Proposition 3.26.

8. Asymptotically tree-graded groups are relatively hyperbolic

LetG be a finitely generated group and let{H1, . . . , Hm} be a collection of subgroups ofG. LetSbe
a finite generating set ofG closed with respect to taking inverses.

We denote byH the set
⊔m

i=1(Hi\{e}). We note that Cayley(G, S) is a subgraph of Cayley(G, S∪H),
with the same set of vertices but a smaller set of edges. We have that distS∪H(u, v)�distS(u, v), for every
two verticesu, v.

For every continuous pathp in a metric spaceX we endow the image ofp with a pseudo-order�p

(possibly not anti-symmetric, but transitive and reflexive relation) induced by the order on the interval of
definition ofp. For every two pointsx, y we denote byp[x, y] the sub-path ofp composed of pointsz
such thatx�pz�py.

Definition 8.1. Let p be a path in Cayley(G, S ∪H). An H-componentof p is a maximal sub-path of
p contained in a left cosetgHi, i ∈ {1,2, . . . , m}, g ∈ G (i.e. this is a maximal sub-path with all labels
of edges belonging toHi for somei).

The pathp is said to bewithout backtrackingif it does not have two distinctH-components in the
same left cosetgHi .

There are two notions of relative hyperbolicity. The weak relative hyperbolicity has been introduced
by Farb in[27]. We use a slightly different but equivalent definition. The proof of the equivalence can be
found in[43].

Definition 8.2. The groupG is weakly hyperbolic relative to{H1, . . . , Hm} if and only if the graph
Cayley(G, S ∪H) is hyperbolic.

The strong relative hyperbolicity has several equivalent definitions provided by several authors. The
definition that we consider here uses the following property.

Definition 8.3. The pair(G, {H1, . . . , Hm}) satisfies theBounded Coset Penetration (BCP) propertyif
for every��1 there existsa=a(�) such that the following holds. Letp andq be two�-bi-Lipschitz paths
without backtracking in Cayley(G, S ∪H) such thatp− = q− and distS(p+, q+)�1.

(1) Suppose thats is anH-component ofp such that distS(s−, s+)�a. Thenq has anH-component
contained in the same left coset ass.

(2) Suppose thatsandt are twoH-components ofp andq, respectively, contained in the same left coset.
Then distS(s−, t−)�a and distS(s+, t+)�a.

Definition 8.4. The groupG is (strongly) hyperbolic relative to{H1, . . . , Hm} if it is weakly hyperbolic
relative to{H1, . . . , Hm} and if (G, {H1, . . . , Hm}) satisfies the BCP property.
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We are going to prove the following theorem.

Theorem 8.5. A finitely generated group G is asymptotically tree-graded with respect to subgroups
{H1, . . . , Hm} if and only if G is(strongly) hyperbolic relative to{H1, . . . , Hm} and eachHi is finitely
generated.

This section is devoted to the proof of the “only if” statement. Note that the fact that eachHi is finitely
generated has been proved before (Proposition 5.11).

The “if” statement is proved in the Appendix.

8.1. Weak relative hyperbolicity

The most difficult part of Theorem 8.5 is the following statement.

Theorem 8.6. If G is asymptotically tree-graded with respect to{H1, . . . , Hm} then G is weakly hyper-
bolic relative to{H1, . . . , Hm}.

The main tool is a characterization of hyperbolicity due to Bowditch[7, Section 3]. For the sake of
completeness we recall the results of Bowditch here.

8.1.1. A characterization of hyperbolicity
Let G be a connected graph, with vertex setV and distance function dist, such that every edge has

length 1.
We assume that to every pairu, v ∈ V we have associated a subset�uv of V. Assume that each�uv

is endowed with a relation�uv such that the following properties are satisfied.

(l1) �uv is reflexive and transitive;
(l2) for everyx, y ∈ �uv eitherx�uvy or y�uvx;
(l3) for everyu, v ∈V we have�uv = �vu and�uv = �vu.

We note that the relations�uv may not be anti-symmetric.

Notation. Forx, y ∈ �uv with x�uvy, we write

�uv[x, y] = �uv[y, x] = {z ∈ �uv | x�uvz�uvy}.

We also assume that we have a function� :V×V×V→V with the following properties.

(c1) (symmetry)� ◦ �= � for every 3-permutation�;
(c2) �(u, u, v)= u for all u, v ∈V;
(c3) �(u, v,w) ∈ �uv ∩ �vw ∩ �uw.

Suppose moreover that there exists a constantK >0 such that the following conditions are satisfied.

(I) For every u, v,w ∈ V, the Hausdorff distance between the sets�uv[u,�(u, v,w)] and
�uw[u,�(u, v,w)] is at mostK.
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(II) If p, q ∈V are such that dist(p, q)�1 then diam�uv[�(u, v, p),�(u, v, q)] is at mostK.
(III) If w ∈ �uv then diam�uv[w,�(u, v,w)] is at mostK.

We call(�uv, �uv) a line from u tov. We call�(u, v,w) thecenter ofu, v,w.

Proposition 8.7 (Bowditch[7, Proposition 3.1]). If the graphG admits a system of lines and centers
satisfying the conditions above thenG is hyperbolic with the hyperbolicity constant depending only on
K. Moreover, for everyu, v ∈ V, the line�uv is at uniformly bounded Hausdorff distance from any
geodesic joining u tov, where the previous bound depends only on K.

8.1.2. Generalizations of already proven results and new results

Lemma 8.8. Let q : [0, t] → X be an(L,C)-quasi-geodesic. Let x be a point in its image and leta, b

be its endpoints. Then

dist(a, b)�
1

L1
[dist(a, x)+ dist(x, b)] − C1, (26)

whereL1= L2 andC1= C
( 2
L
+ 1

)
.

Proof. Let s ∈ [0, t] be such thatq(s) = x. We have that dist(a, b)� 1
L
t − C. On the other hand

s� 1
L

dist(a, x)− C andt − s� 1
L

dist(x, b)− C imply thatt� 1
L
[dist(a, x)+ dist(x, b)] − 2C. �

Let (X,dist) be a metric space asymptotically tree-graded with respect to a collection of subsetsA.
GivenL�1 andC�0 we denote byM(L,C) the constant given by(	′2) for �= 1

3.

Definition 8.9 (parameterized saturations). Givenq an(L,C)-quasi-geodesic and��0, we define the
�-saturationSat�(q) as the union ofq and allA ∈A with N�(A) ∩ q �= ∅.

Notice that if a metric spaceX is asymptotically tree-graded with respect to a collectionA={Ai | i ∈ I }
thenX is also asymptotically tree-graded with respect toN�(A)= {N�(Ai) | i ∈ I } for every number
�>0. This immediately follows from the definition of asymptotically tree-graded spaces. One can also
easily see that properties(	1), (	2), (	3) are preserved. Hence the following two lemmas follow from
Lemmas 4.21, 4.26 and 4.28.

Lemma 8.10(uniform quasi-convexity of parameterized saturations). For everyL�1, C�0 and ��
M(L,C), and for every��1, ��0, there exists�= �(L,C, �, �, �) such that for everyR�1, for every
(L,C)-quasi-geodesicq, the saturationSat�(q)has the property that every(�, �)-quasi-geodesicc joining
two points in its R-tubular neighborhood is entirely contained in its�R-tubular neighborhood.

Lemma 8.11(parameterized saturations of polygonal lines). The statements in Lemmas4.26and4.28
remain true if we replace the saturations by�-saturations, for every�>0.

Lemma 8.12. Letq= q1 ∪ q2 ∪ · · · ∪ qn be such that
(1) qi is an(L,C)-almost-geodesic in X fori = 1,2, . . . , n;
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(2) qi ∩ qi+1= {xi} is an endpoint ofqi and ofqi+1 for i = 1, . . . , n− 1;
(3) xi−1 andxi are the two endpoints ofqi for i = 2, . . . , n− 1;
(4) eachqi satisfies one of the following two properties:

(i) the endpoints ofqi are in a setAi ∈A or
(ii) qi has length at most0, where0 is a fixed constant;

(5) Ai �= Aj if i �= j .

Then there existsLn�L,Cn�C depending onn, 0 and (L,C), such thatq is an (Ln, Cn)-almost-
geodesic.

Proof. Clearly q is an L-Lipschitz map. We prove by induction onn that dist(q(t), q(s))�
(1/Ln)|t − s| − Cn for someLn�L andCn�C.

The statement is true forn = 1. Assume it is true for somen. Let q = q1 ∪ q2 ∪ · · · ∪ qn ∪ qn+1 be
as in the statement of the lemma. Letq′ = q1 ∪ q2 ∪ · · · ∪ qn which, by the induction hypothesis, is an
(Ln, Cn)-almost-geodesic.

Suppose thatqn+1 satisfies (4)(ii). Thenq is an(Ln,2(0+ Cn))-almost-geodesic.
Suppose thatqn+1 satisfies (4)(i). LetA = An+1. We takeMn = M(Ln,Cn). Let y be the farthest

point from xn in the intersectionNMn(A) ∩ q′. Considerqy a sub-almost-geodesic ofq′ of endpoints
y andxn. By Lemma 4.15,qy is contained in the�nMn-tubular neighborhood ofA. On the other hand,
qy = q′i ∪ qi+1 ∪ · · · ∪ qn, whereq′i is a sub-almost-geodesic ofqi . Again Lemma 4.15 implies that
everyqj satisfying (4)(i) is contained inN�(Ai) for some uniform constant�. Therefore, every suchqj
composingqy has endpoints at distance at most the diameter ofN�(Ai) ∩N�nMn(A), hence at most
Dn, for someDn = Dn(�nMn). It follows that the distance dist(y, xn) is at mostn(0 + Dn). Lemma
4.19 implies that if the endpoints ofqn+1 are at distance at leastD′ = D′(Ln, Cn,Dn),thenq is an
(Ln + 1,2D′)-almost-geodesic.

If the endpoints ofqn+1 are at distance at mostD′ then the length ofqn+1 is at mostLD′ +C andq is
an(Ln,2(LD′ + C + Cn))-almost-geodesic. �

Lemma 8.13. For everyL�1,C�0,M�M(L,C) and�>0 there existsD0>0such that the following
holds. LetA ∈ A and letqi : [0, 0i] → X, i = 1,2, be two(L,C)-quasi-geodesics with one common
endpoint b and the other two respective endpointsai ∈NM(A), such that the diameter ofqi ∩NM(A)

does not exceed� for i = 1,2.Then one of two situations occurs:

(a) eitherdist(a1, a2)�D0 or
(b) b ∈NM(A) and0i �L�+ C.

Proof. Let dist(a1, a2)=D. We show that ifD is large enough then we are in situation (b). Remark 4.14
implies that we may suppose thatqi are(L+ C,C)-almost geodesics.

According to Lemma 4.19, there existsD′ such that ifD�D′ thenq1#[a1, a2] is an(L+C+1,2D′)-
quasi-geodesic. Suppose thatD�D′.

Suppose thatb is not contained inNM(A). Lett ∈ [0, 02]be such thatq2(t) ∈NM(A)andq2|[0,t] does
not intersectNM(A). The sub-arcq2|[t,02] has endpoints at distance at most�; hence it has length at most
L�+C. It follows thatq1#[a1, a2]#q2|[t,02] is an(L+C+1, C1)-quasi-geodesic, whereC1=C1(D

′, �).
Lemma 4.25 implies thatq1#[a1, a2]#q2|[t,02] is contained in the�-tubular neighborhood of Sat(q2|[0,t]),
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Fig. 8. Corollary 8.14 and Lemma 8.15.

where�=�(L,C,D′, �). This implies thatNM(A)∩N�(Sat(q2|[0,t]))has diameter at leastD. By Lemma
4.22, forD large enough we must have thatA ⊂ Sat(q2|[0,t]). This contradicts the choice oft.

It follows thatb is contained inNM(A), which implies that0i �Ldist(ai, b)+ C�L�+ C. �

Corollary 8.14. For everyL�1,C�0,M�M(L,C) and�>0 there existsD1>0 such that the follow-
ing holds. LetA ∈A and letqi : [0, 0i] → X, i = 1,2,be two(L,C)-quasi-geodesics with one common
endpoint b and the other two respective endpointsai ∈NM(A), such that the diameter ofqi ∩NM(A)

does not exceed�. Thendist(a1, a2)�D1 (Fig. 8).

Lemma 8.15. For everyL�1, C�0 andM�M(L,C) there existsd = d(L,C,M)>0 such that the
following holds. LetA ∈ A and letq: [0, 0] → X be an(L,C)-almost-geodesic with endpoints x and
y ∈NM(A).There exists a sub-arcq′ of q with one endpoint x and the second endpoint inNM(A) such
that the diameter ofq′ ∩NM(A) is at mostd.

Proof. If x ∈ NM(A) then we takeq′ = {x}. Suppose thatx /∈NM(A). Let t = inf {t ′ ∈ [0, 0] |
t ′ ∈ q−1(NM(A))}. Thenq(t) ∈ NM(A). Let si ∈ [0, t] be such thatq(si) ∈ NM(A), i = 1,2. If
|s1 − s2|�3L(M + 1) then property(	′2) implies thatq([s1, s2]) ∩NM(A) �= ∅. This contradicts the
choice oft. Therefore|s1 − s2|�3L(M + 1). We deduce thatq([0, t]) ∩NM(A) has diameter at most
3L2(M + 1).

The definition oft implies that there existst1> t with t1−t� 1
L

andq(t1) ∈NM(A).We takeq′=q|[0,t1].
The diameter ofq′ ∩NM(A) is at mostd= 3L2(M + 1)+ 1. �

8.1.3. Hyperbolicity of Cayley(G, S ∪H)

LetGbe a finitely generated group that is asymptotically tree-graded with respect to the finite collection
of subgroups{H1, . . . , Hm}. This means that Cayley(G, S) is asymptotically tree-graded with respect
to the collection of subsetsA = {gHi | g ∈ G, i = 1,2, . . . , m}. We prove that Cayley(G, S ∪H) is
hyperbolic, using Proposition 8.7. The following result is central in the argument.

Proposition 8.16. LetL�1, C�0, let ��M(L,C) and letq1, q2, q3 be three(L,C)-almost-geodesics
composing a triangle inCayley(G, S).We consider the set

C�
�(q1, q2, q3)=N�(Sat�(q1)) ∩N�(Sat�(q2)) ∩N�(Sat�(q3)).

(1) There exists�0 = �0(L,C, �) such that for every���0 the setC
�
�(q1, q2, q3) intersects each of the

almost-geodesicsq1, q2, q3. In particular it is non-empty.
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(2) For every���0 there existsD� such that the setC
�
�(q1, q2, q3) has diameter at mostD� in Cayley

(G, S ∪H).

Proof of (1). Let {i, j, k} = {1,2,3}. According to Lemma 8.11, the result in Lemma 4.25 is true
if we replace Sat(q) by Sat�(qi) ∪ Sat�(qj ). In particular there exists� = �(L,C, �) such thatqk ⊂
N�(Sat�(qi)) ∪N�(Sat�(qj )). The traces onqk of the two setsN�(Sat�(qi)) andN�(Sat�(qj )) com-
pose a cover of two open sets, none of them empty. Sinceqk is an almost geodesic, it is connected;
henceqk ∩ N�(Sat�(qi)) and qk ∩ N�(Sat�(qj )) intersect. The intersection is inC�

�(q1, q2, q3) for
every���. �

We need several intermediate results before proving (2). In the sequel we work with the data given in
the statement of Proposition 8.16, without mentioning it anymore.

Lemma 8.17. There exist positive constants	, � depending only onL,C, � and� such that every point
x ∈ C

�
�(q1, q2, q3) is in one of two situations:

(i) the ballB(x, 	) intersects each of the three almost-geodesicsq1, q2, q3;
(ii) x ∈N�(A) andN�(A) intersects each of the three almost-geodesicsq1, q2, q3.

Proof. Let x be an arbitrary point inC�
�(q1, q2, q3). The inclusionx ∈ N�(Sat�(qi)), i ∈ {1,2,3},

implies that there are two possibilities:

(Ii) x ∈N�(qi) or
(II i) x ∈N�(A), whereA ∈A, N�(A) ∩ qi �= ∅.

If we are in case (I) for the three edges then this means that (i) is satisfied with�= �.
Suppose that only one edge is in case (II). Suppose it isq3. Thenx ∈ N�(q1) ∩N�(q2) and there

existsA ∈ A with N�(A) ∩ q3 �= ∅ such thatx ∈ N�(A). It follows thatN�(A) intersects the three
edges for�=max(�,2�), so (ii) is satisfied.

Suppose that two edges are in case (II), for instanceq2 andq3. Consequently,x ∈ N�(q1) andx ∈
N�(A2)∩N�(A3), withN�(Ai)∩qi �= ∅, wherei=2,3. If A2=A3=A thenN�(A) intersects the three
edges for�=max(�,2�), so (ii) is satisfied. IfA2 �= A3 then, according to Lemma 8.11 (more precisely
to Lemma 4.28 which also holds for�-saturations); we have thatx ∈ N�(q2 ∪ q3), where� = �(�, �).
Suppose thatx ∈N�(q2). ThenN�(A3) intersects the three edges for�=max(�,2�, �+ �), so (ii) is
satisfied.

Suppose that the three edges are in case (II). It follows thatx ∈N�(A1) ∩N�(A2) ∩N�(A3), with
N�(Ai) ∩ qi �= ∅, wherei = 1,2,3.

If the cardinality of the set{A1, A2, A3} is 1 then we are in situation (ii) with� = �. Suppose the
cardinality of the set is 2. Suppose thatA1 = A2 �= A3. Lemma 4.28 for�-saturations implies that
x ∈N�(q2∪q3)∩N�(q1∪q3). If x ∈N�(q3) thenA=A1=A2 has the property thatN�(A) intersects
the three edges for�=max(�, �+ �), and we are in case (ii). Otherwisex ∈N�(q1) ∩N�(q2); hence
N�(A3) intersects the three edges for�=max(�, �+ �).

Assume that the cardinality of the set{A1, A2, A3} is 3. Thenx ∈ N�(q1 ∪ q2) ∩N�(q2 ∪ q3) ∩
N�(q1∪ q3). It follows thatx is in the�-tubular neighborhood of at least two edges. Suppose these edges
areq1 andq2. ThenN�(A3) intersects the three edges for�=max(�, �+ �). �
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Lemma 8.18. For everyr >0 there exists� = �(r, L,C) such that the following holds. LetA �= B be
such thatA,B ∈ A, and bothNr (A) andNr (B) intersect each of the three almost-geodesic edges of
the triangle. Then there exists x such thatB(x, �) intersects each of the edges of the triangle.

Proof. Let y ∈Nr (A) andz ∈Nr (B). Lemma 8.15 implies that up to taking a sub-segment of[y, z],
we may suppose that the diameters of[y, z]∩Nr (A) and of[y, z]∩Nr (B) are at mostd, whered=d(r).
We apply Lemma 4.28 forr-saturations and for eachqi , i ∈ {1,2,3}, and we obtain that bothB(y, �)
andB(z, �) intersectqi , where�= �(r). �

Lemma 8.19. There existsR=R(L,C) such that for every triangle with(L,C)-almost-geodesic edges,
one of the following two situations holds.

(C) There exists x such thatB(x,R) intersects each of the three edges of the triangle.
(P) There exists a uniqueA ∈A such thatNR(A) intersects each of the three edges of the triangle.

Proof. Let q1, q2, q3 be the three edges. For�=M(L,C) and�0=�0(L,C) we have thatC�
�(q1, q2, q3)

is non-empty. It remains to apply Lemmas 8.17 and 8.18.�

Notation. We denote the vertices of the triangle byO1,O2,O3, such thatqi is opposite toOi .

Lemma 8.20. For everyr >0 there existsD =D(r, L,C) such that the following holds. Let x be such
thatB(x, r) intersects the three edges of the triangle.

(a) If y is such thatB(y, r) intersects the three edges thendistS∪H(x, y)�D.
(b) If A ∈A is such thatNr (A) intersects the three edges thendistS∪H(x,A)�D.

Proof. Let xi be nearest points tox in qi , i = 1,2,3.
(a)We denote distS∪H(x, y) byD. Letyi be nearest points toy in qi , i=1,2,3. Then distS∪H(xi, yj )�

D−2r for everyi, j ∈ {1,2,3}. Suppose thatD>2r. Without loss of generality we may assume thaty1 ∈
q1[x1,O3]. We have distS(x1, x2)�2r, henceq1[x1,O3] ⊂N2�r (Sat(q2[x2,O3])), where�= �(L,C).
In particulary1 is contained either inN2�r (q2[x2,O3]) or in N2�r (B) for B ∈ A such thatNM(B)

intersectsq2[x2,O3].
Case(a)I. Suppose thaty2 ∈ q2[x2,O1].
Case (a)I.1. Suppose thaty1 ∈ N2�r (q2[x2,O3]). Then there existsu ∈ q2[x2,O3] such that

distS(y1, u)�2�r. It follows that distS(u, x2)�distS∪H(u, x2)�D − 2r − 2�r. Inequality (26) implies
that

distS(u, y2)�
1

L1
[dist(u, x2)+ dist(x2, y2)] − C1�

1

L1
(2D − 4r − 2�r)− C1.

On the other hand dist(u, y2)�2�r + 2r. HenceD�2r + �r + L1(r + �r + C1/2).
Case(a)I.2. Assume thaty1 ∈N2�r (B), whereB ∈A is such thatNM(B) intersectsq2[x2,O3]. Let

w2 be a point inNM(B) ∩ q2[x2,O3].
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Suppose thatq2[x2, y2]∩N2�r (B) �= ∅. Letz2 be a point in the previous intersection. Thenq2[w2, z2]
has its endpoints inN�(B), with � = max(M,2�r + 1). Consequentlyq2[w2, z2] ⊂ N��(B). In
particularx2 is contained inN��(B) and distS∪H(y1, x2)��(2r + �) + 1; henceD��(2r + �) +
2r + 1.

Suppose thatq2[x2, y2] ∩ N2�r (B) = ∅. We have thatx2 is in q2[w2, y2]. Also, q2[w2, y2] has
its endpoints inN�(B), with � = max(M,2r(� + 1)). Consequentlyq2[w2, y2] ⊂ N��(B). In par-
ticular x2 is contained inN��(B) and distS∪H(y1, x2)��(2r + �) + 1; henceD��(2r + �) +
2r + 1.
Case(a)II. Suppose thaty2 ∈ q2[x2,O3]. If y3 ∈ q3[x3,O1] then we repeat the previous argument

with y1 replaced byy3. If y3 ∈ q3[x3,O2] then we repeat the previous argument with(y1, y2) replaced
by (y3, y1).

(b) We denote distS∪H(x,A) by D. We note that for every pointy in Nr (A) ∩ (q1 ∪ q2 ∪ q3) we
have that distS(xi, y)�distS∪H(xi, y)�D− 2r for i = 1,2,3. We chooseyi ∈Nr (A)∩ qi , i = 1,2,3.
Supposey1 ∈ q1[x1,O3]. Like in case (a), we have thaty1 is contained either inN2�r (q2[x2,O3]) or in
N2�r (B) for someB ∈A such thatNM(B) intersectsq2[x2,O3].
Case(b)I. Suppose thaty2 ∈ q2[x2,O1].
Case (b)I.1. Assume thaty1 ∈ N2�r (q2[x2,O3]). Then there existsu ∈ q2[x2,O3] such that

distS(y1, u)�2�r. It follows that u ∈ Nr(1+2�)(A), which together withy2 ∈ Nr (A) implies that
q2[u, y2] ∈N�r(1+2�)(A). In particularx2 ∈N�r(1+2�)(A); thereforeD�r + �r(1+ 2�).
Case(b)I.2. Supposey1 ∈N2�r (B), with B ∈ A such thatNM(B) intersectsq2[x2,O3]. Letw2 be

a point inNM(B) ∩ q2[x2,O3].
Suppose thatq2[x2, y2] ∩ N2�r (B) �= ∅. As in the proof of part (a), Case I.2, we obtain that

distS∪H(y1, x2)��(2r + �)+ 1, whenceD��(2r + �)+ 2r + 1.
Suppose thatq2[x2, y2] ∩N2�r (B)=∅. Thenx2 is in q2[w2, y2]. On the other hand,q2[w2, y2] has its

endpoints in theM-tubular neighborhood of Sat2�r ([y1, y2]). It follows thatq2[w2, y2], in particularx2, is
in thetM-tubular neighborhood of Sat2�r ([y1, y2]). In Cayley(G, S∪H), Sat2�r ([y1, y2]) is contained in
the(2�r + 1)-tubular neighborhood of[y1, y2]. Since in Cayley(G, S) we have that[y1, y2] ⊂N�r (A),
we deduce that in Cayley(G, S ∪H), x2 is in the(tM + 3�r + 1)-tubular neighborhood ofA. Hence
D� tM + (3�+ 1)r + 1.
Case(b)II. Suppose thaty2 ∈ q2[x2,O3]. Then we can use the same argument as in Case II of

part (a). �

Proof of Proposition 8.16(2).By Lemma 8.19 we are either in case (C) or in case (P).
Case(C). Lety ∈ C

�
�(q1, q2, q3). According to Lemma 8.17 we have either (i) or (ii). Suppose that (i)

is satisfied. Then, by Lemma 8.20(a), distS∪H(x, y)�D, whereD =D(	, R,L,C).
Suppose that (ii) is satisfied, that isy ∈ N�(B) andN�(B) intersects each of the three almost-

geodesicsq1, q2, q3. Lemma 8.20(b) implies that distS∪H(x, B)�D, whereD=D(�, R,L,C).Therefore
distS∪H(x, y)�D + �+ 1.
Case (P). Let y ∈ C

�
�(q1, q2, q3). Suppose thaty satisfies (i). Lemma 8.20(b) implies that

distS∪H(y,A)�D, with D =D(	, R,L,C).
If y satisfies (ii) of Lemma 8.17, then the unicity stated in (P) implies thaty ∈N�(A), and hence that

distS∪H(y,A)��.
We may conclude that in all cases the diameter of the setC

�
�(q1, q2, q3) in the metric distS∪H is

uniformly bounded. �
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Fig. 9. Projection of a point onto the saturation.

We now define a system of lines and centers in Cayley(G, S ∪H) such that the properties in Section
8.1.1 are satisfied.

First of all, for every pair of verticesu, v in Cayley(G, S ∪H) we choose and fix a geodesic[u, v] in
Cayley(G, S) joining the two points. LetM0 =M(1,0) and let�0 be the constant given by Proposition
8.16 for�=M0. We may suppose that�0�M0. For every pair of verticesu, v in Cayley(G, S ∪H), we
define�uv asN�0(Sat([u, v])). The relation on it is defined as follows: to everyx ∈ N�0(Sat([u, v]))
we associate one nearest point (projection)x′ ∈ [u, v] and we putx�uvy if x′ is betweenu andy′.
Properties (l1), (l2), (l3) are obviously satisfied.

We define the function� by choosing, for every three verticesu, v,w in Cayley(G, S) a pointCuvw

in C
M0
�0 ([u, v], [u,w], [v,w]) and defining�(u, v,w)= � ◦ �(u, v,w)= Cuvw for every 3-permutation

�. We chooseCuuv = u.
Properties (c1), (c2), (c3) are satisfied. Before proceeding further, we prove some intermediate results.

Lemma 8.21. For every	>0 there exists�= �(	) such that the following holds. Let[u, v] be a geodesic
and letA ∈ A be such thatN	(A) ∩ [u, v] �= ∅. Let x be a point inN	(A) and letx′ ∈ [u, v] be a
projection of x. Thenx′ ∈N�(A) (Fig. 9).

Proof. Suppose thatx′ /∈N	(A). Lemma 8.15 implies that there existt ∈ [u, v] ∩N	(A) and s ∈
[x′, x] ∩N	(A) such that the sets[x′, t] ∩N	(A) and[x′, s] ∩N	(A) have diameters at mostd, where
d = d(	). Corollary 8.14 implies that dist(s, t)�D1. On the other hand, since dist(x, x′)�dist(x, t),
it follows that dist(s, x′)�dist(s, t)�D1. We conclude that distS(x′, A)�D1+ 	. �

Corollary 8.22. Let x be a point inN�(Sat�([u, v])) and let x′ ∈ [u, v] be a projection of x.
ThendistS∪H(x, x′)��, where�= �(�, �).

Proof. Sincex ∈N�(Sat�([u, v])) it follows that eitherx ∈N�([u, v]) orx ∈N�(A), whereN�(A)∩
[u, v] �= ∅. In the first case it follows that distS∪H(x, x′)��, while in the second case we may apply
Lemma 8.21. �

Corollary 8.23. Letu, v be a pair of vertices inCayley(G, S ∪H) and letx, y ∈ �uv andx′, y′ their
chosen respective projections on[u, v].Then, inCayley(G, S∪H), �uv[x, y]=�uv[y, x] is at Hausdorff
distance� of [x′, y′] ⊂ [u, v], where�= �(G).
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Before proving properties (I), (II), (III), we make some remarks and introduce some notations.

Remark 8.24. (1) For every quasi-geodesicq in Cayley(G, S), we have that Sat�(q) is in the(� + 1)-
tubular neighborhood ofq in Cayley(G, S ∪H).

(2) Lemma 8.17 implies that there exist two constants� andc such that for every three geodesics
[u, v], [v,w], [u,w] in Cayley(G, S) every pointx ∈ C

M0
�0 ([u, v], [v,w], [u,w]) satisfies one of the

following two properties:

(i) the ballB(x, �) intersects each of the three geodesics[u, v], [v,w], [u,w];
(ii) x ∈N�0(A) andNc(A) intersects each of the three geodesics[u, v], [v,w], [u,w].

We note that the constants� andc depend onM0 and�0, so they depend only onG. We may suppose
without loss of generality thatc�M0.

(3) Lemma 8.21 implies that there exists� such that if[u, v] is a geodesic,A ∈A is such thatNc(A)

intersects[u, v] andx is a point inN�0(A), then any projection ofxon[u, v] is inN�(A). The constant�
depends on max(c, �0), so it depends only onG. Without loss of generality we may suppose that��M0.

(4) In the sequel we denote the constantd(1,0, c) provided by Lemma 8.15 simply byd.

Proof of properties (I), (II), (III). (I). Let x = �(u, v,w) and letx1 andx2 be the chosen projections
of x on [u, v] and on[u,w], respectively. According to Corollary 8.23, it suffices to prove that[u, x1]
and[u, x2] are at uniformly bounded Hausdorff distance in Cayley(G, S ∪H). The pointx=�(u, v,w)

satisfies either (i) or (ii) from Remark 8.24(2).
Supposex is in case (ii). Thenx ∈ N�0(A) such thatNc(A) intersects the three geodesic edges.

Lemma 8.21 implies thatx1, x2 ∈ N�(A). The geodesic[u, x1] has its endpoints inN�(Sat�[u, x2]).
Lemma 8.10 implies that[u, x1] is entirely contained inN��(Sat�[u, x2]). It follows that[u, x1] is in the
[(�+1)�+1]-tubular neighborhood of[u, x2] in Cayley(G, S∪H). A similar argument done for[u, x2]
allows one to conclude that (I) is satisfied.

Supposex is in case (i). Then distS(x, xi)�� for i = 1,2. Hence distS(x1, x2)�2� and[u, xi] has its
endpoints inN2�(Sat[u, xj ]), for {i, j} = {1,2}. We repeat the previous argument.

(II) The fact that distS∪H(p, q)�1 means that either distS(p, q)�1 orp, q ∈ A0, whereA0 ∈A. Let
x = �(u, v, p) andy = �(u, v, q). We have to show that�uv[x, y] has uniformly bounded diameter in
Cayley(G, S∪H). Letx0 andy0 be the respective projections ofxandyon[u, v]. Corollary 8.23 implies
that it suffices to prove that[x0, y0] has uniformly bounded diameter in Cayley(G, S ∪H), where by
[x0, y0] we denote the sub-arc of[u, v] of endpointsx0, y0.

Suppose that bothx andy are in case (i). We have thatx0 ∈ N2�[u, p] ∩N2�[v, p] and thaty0 ∈
N2�[u, q] ∩N2�[v, q]. Since[u, p] ⊂ N�(Sat[u, q]) and[v, p] ⊂ N�(Sat[v, q]), we conclude that
x0, y0 ∈ C

M0
2�+�([u, q], [v, q], [u, v]), and hence that[x0, y0] ⊂ C

M0
�(2�+�)([u, q], [v, q], [u, v]). We com-

plete the proof by applying Proposition 8.16.
Supposex is in case (i) andy is in case (ii). The case whenx is in case (ii) andy is in case (i)

is discussed similarly. As above we have thatx0 ∈ C
M0
2�+�([u, q], [v, q], [u, v]). We have thaty ∈

N�0(A) such thatNc(A) intersects[u, q], [v, q], [u, v]. Lemma 8.21 implies thaty0 ∈ N�(A). Then
y0 ∈ Cc

�([u, q], [v, q], [u, v]). As previously we obtain that[x0, y0] ⊂ Cs
�′r ([u, q], [v, q], [u, v]), where

r = max(2� + �, �), s = max(M0, c) and �′ = �′(s). Proposition 8.16 allows one to complete the
argument.
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Suppose that bothxandyare in case (ii). Thenx ∈N�0(A) such thatNc(A) intersects[p, u], [p, v],
[u, v]. Let p1 ∈ [u, p] ∩Nc(A) andp2 ∈ [v, p] ∩Nc(A) be such that[p, pi] ∩Nc(A) has diameter
at mostd, i = 1,2. Likewise we consideru1 ∈ [u, v] ∩ Nc(A) andu2 ∈ [u, p] ∩ Nc(A) so that
[u, ui] ∩Nc(A) has diameter at mostd, andv1 ∈ [p, v] ∩Nc(A) andv2 ∈ [u, v] ∩Nc(A) so that
[v, vi] ∩Nc(A) has diameter at mostd. Corollary 8.14 implies that distS(p1, p2),distS(u1, u2) and
distS(v1, v2) are at most�, where�= �(G).

We have that eitherA ⊂ Sat[u, q] orNc(A)∩N�(Sat[u, q]) has diameter at most�, where�= �(G).
The latter case implies, together with the inclusion[u, p] ⊂ N�(Sat[u, q]), that dist(p1, u2)��. Thus,
we have that eitherA ⊂ Sat[u, q] or dist(p1, u2)��. Likewise, we obtain that eitherA ⊂ Sat[v, q] or
dist(p2, v1)��.

Suppose that dist(p1, u2)��. Then dist(p1, u1)��+�, and henceB(p1, �+�) intersects[p, u], [p, v],
[u, v]. We can argue similarly to the case above whenx is in case (i) andy is in case (ii), withx replaced by
p1 and� by�+�. We obtain that ifp′1 is the chosen projection ofp1 on[u, v] then[p′1, y0] has the diameter
bounded in Cayley(G, S ∪H) by a constant depending onG. Since[x0, y0] ⊂ [x0, p

′
1] ∪ [p′1, y0], it

remains to prove that[x0, p
′
1] has bounded diameter in Cayley(G, S ∪H). Lemma 8.21 provides for

	=max(�0, c) a constant̃�. We have thatx0 andp′1 are inN�̃(A), and hence that[x0, p
′
1] ⊂N��̃(A).

We conclude that the diameter of[x0, p
′
1] in Cayley(G, S ∪H) is at most 2��̃+ 1. A similar argument

works if dist(p2, v1)��.
Now suppose thatA ⊂ Sat[u, q] ∩ Sat[v, q]. Lemma 8.21 implies thatx0 ∈ N�(A). Sincey is

also in case (ii), we have thaty ∈ N�0(B) such thatNc(B) intersects the three geodesic edges
[q, u], [q, v], [u, v] and thaty0 ∈ N�(B). We have thatA ∪ B ⊂ Satc[u, q] ∩ Satc[v, q] ∩ Satc[u, v].
Lemma 8.10 implies that[x0, y0] ⊂ Cc

��([q, u], [q, v], [u, v]) and Proposition 8.16 allows one to finish
the argument.

(III) Let u, v,w be three vertices such thatw ∈N�0(Sat[u, v]). Let x = �(u, v,w). Letw0 andx0 be
the projections ofw andx, respectively on[u, v]. We bound the diameter of[x0, w0] in Cayley(G, S∪H).

We havex,w ∈ C
M0
�0 ([u, v], [u,w], [v,w]). Suppose bothx andw are in case (i). Thenx0, w0 ∈

C
M0
�0+�([u, v], [u,w], [v,w]); consequently[x0, w0] ⊂ C

M0
�(�0+�)([u, v], [u,w], [v,w]) and we apply

Proposition 8.16 to obtain the conclusion.
Suppose thatx is in case (i) andw in case (ii). The case whenx is in case (ii) andw in case (i) is

similar. The ballB(x, �) intersects the three edges andw ∈ N�0(A) such thatNc(A) intersects the
three edges. Lemma 8.21 implies thatw0 ∈ N�(A) ⊂ Cc

�([u, v], [u,w], [v,w]). The pointx0 is in

C
M0
�+�0

([u, v], [u,w], [v,w]). It follows that[x0, w0] ⊂ Cs
�′r ([u, v], [u,w], [v,w]), wherer =max(�+

�0, �), s =max(M0, c) and�′ = �′(s). We apply Proposition 8.16.
Suppose thatx andw are both in case (ii). We have thatx ∈N�0(A) andw ∈N�0(B) such that both

Nc(A) andNc(B) intersect the three edges. We also have thatx0 ∈ N�(A) andw0 ∈ N�(B); hence
[x0, w0] ⊂ Cc

��([u, v], [u,w], [v,w]). We end the proof by applying Proposition 8.16.�

Proposition 8.7 implies that Cayley(G, S∪H) is hyperbolic. Moreover we have that�uv is at bounded
Hausdorff distance from every geodesic connectingu andv in Cayley(G, S ∪H). Since in the previous
argument the choice of the geodesics[u, v] in Cayley(G, S) was arbitrary, we have the following.

Proposition 8.25. Every geodesic inCayley(G, S) joining two points u andv is at bounded Hausdorff
distance inCayley(G, S ∪H) from any geodesic joining u andv in Cayley(G, S ∪H).
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8.2. The BCP property

Given two verticesu, v in Cayley(G, S ∪ H), we denote by[u, v] a geodesic joining them in
Cayley(G, S) and byguv a geodesic joining them in Cayley(G, S ∪H).

Definition 8.26. For a pathp in Cayley(G, S ∪H), we denote bỹp a path in Cayley(G, S) obtained by
replacing everyH-components in p by a geodesic in Cayley(G, S) connectings− ands+. We call p̃ a
lift of p.

We now prove the following.

Proposition 8.27. If G is asymptotically tree-graded with respect to{H1, . . . , Hm} and G is weakly
hyperbolic relative to{H1, . . . , Hm} then the pair(G, {H1, . . . , Hm}) satisfies the BCP property.

Proof. Let ��1. Let p andq be two�-bi-Lipschitz paths without backtracking in Cayley(G, S ∪H)

such thatp− = q− and distS(p+, q+)�1.
(1) Letsbe anH-component ofp contained in a left cosetA ∈A, and let distS(s−, s+)=D. We show

that ifD is large enough thenq has anH-component contained inA.

Notations. In this sectionM denotesM(�,0), the constant given by(	′2) for �= 1
3 and(L,C)= (�,0).

The graph Cayley(G, S∪H) is hyperbolic. Therefore for the given� there exists�=�(�) such that two
�-bi-Lipschitz pathsp andq in Cayley(G, S ∪H) with distS∪H(p−, q−)�1 and distS∪H(p+, q+)�1
are at Hausdorff distance at most�.
StepI. We show that forD�D0(G), some liftq̃ of q intersectsNM ′(A), whereM ′=M ′(G).We choose

u on the arcp[p−, s−] such that either the length ofp[u, s−] is 2�(� + 1) or, if the length ofp[p−, s−]
is less than 2�(�+ 1), u= p−. Likewise we choosev on the arcp[s+, p+] such that either the length of
p[s+, v] is 2�(�+ 1) or v=p+. We have that distS∪H(u, s−), distS∪H(s+, v) ∈ [2(�+ 1),2�2(�+ 1)],
in the first cases.

There existw andzon q such that distS∪H(u,w)�� and distS∪H(v, z)��. We considerguw andgvz
geodesics in Cayley(G, S ∪H).

Let u′ be the farthest fromu point onguw which is contained in the same left cosetB ∈ A as an
H-component� of p[u, v]. Suppose that� ∩ p[s−, v] �= ∅. We have that

distS∪H(u, u′)�distS∪H(u, �+)− 1�
1

�
length(p[u, �+])− 1�

1

�
length(p[u, s−])− 1�2�+ 1.

This contradicts the inequality distS∪H(u, u′)��. Therefore� is contained inp[u, s−]\{s−}.We choose
v′ the farthest fromv point ongvz contained in the same left coset as a component�′ of p[u, v]. In a
similar way we prove that�′ is contained inp[s+, v]\{s+}. It is possible thatu′ =u, �={u} and/orv′ =v,
�′ = {v} (Fig. 10).

We consider the path in Cayley(G, S ∪H) defined asr = gwu′ # gu′�+ # p[�+, �′−] # g�′−v′ # gv′z,
wheregwu′ andgv′z are sub-geodesics ofgwu andgvz, respectively, andgu′�+ andg�′−v′ are composed of
one edge. The length ofr is at mostN = �(4� + 5) + 2�. It contains the components. We show that it
has no backtracking. By construction and the fact that geodesics do not have backtracking[43, Lemma
2.23], we have that the sub-arcsr[w, v′] andr[u′, z] do not have backtracking. Suppose thatgwu′ and
gv′z haveH-components in the same left coset. It follows that there existsx ∈ gwu′ andy ∈ gv′z with
distS∪H(x, y)�1. Then distS∪H(u, v)�2�+ 1. By construction either lengthp[u, v]�2�(�+ 1)+ 1 or
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Fig. 10. Proof of (1) in BCP property.

u = p− andv = p+. In the latter case, the geodesicgwu is trivial, gvz is an edgee in Cayley(G, S), and
r= p∪ e has no backtracking. In the former case we have that distS∪H(u, v)>2�+2, which contradicts
the previous inequality.

We conclude thatr is without backtracking. A lift̃r of it is composed ofn consecutive sub-paths,

r̃= r̃1 ∪ · · · ∪ r̃n, (27)

with n�N , such that each̃ri is either

(R1) a�-bi-Lipschitz arc both in Cayley(G, S) and in Cayley(G, S ∪H) of length at mostN or
(R2) a geodesic in Cayley(G, S) with endpoints in some left cosetAi ∈A.

Sincer is without backtracking, we have thatAi �= Aj wheni �= j . Lemma 8.12 implies that̃r is an
(LN,CN)-almost geodesic.

On the other hand, distS∪H(w, z)� lengthr�N . Hence the length ofq[w, z] is at mostN1, where
N1= �N . As above, a lift̃q[w, z] decomposes intomconsecutive sub-paths,

q̃[w, z] = q̃1 ∪ · · · ∪ q̃m, (28)

with m�N1, such that each̃qi is either

(Q1) a�-bi-Lipschitz arc both in Cayley(G, S) and Cayley(G, S ∪H), of length at mostN1, or
(Q2) a geodesic in Cayley(G, S) with endpoints in some left cosetBi ∈A.

Sinceq is without backtracking, we have thatBi �= Bj wheni �= j . Lemma 8.12 implies that̃q[w, z]
is an(LN1, CN1)-almost geodesic. We denoteL′ =max(LN,LN1) andC′ =max(CN,CN1). We denote
M ′ = M(L′, C′). Lemma 4.25 implies that in Cayley(G, S) the pathr̃ is contained in the�′-tubular
neighborhood of Sat(q̃[w, z]) = SatM

′
(q̃[w, z]), where�′ = �′(L′, C′). In particular the components is

contained inN�′(Sat(q̃[w, z])); hence the setN�′(Sat(q̃[w, z])) ∩ A has diameter at leastD. Lemma
4.22 implies that forD�D0(L

′, C′, �′)we must have thatNM ′(A) ∩ q̃[w, z] �= ∅.
StepII. We show that there exist two pointsw1 andz1 on q̃[w, z] such that distS(w1, s−)�D1 and

distS(z1, s+)�D1, whereD1=D1(G). We do this by means of Corollary 8.14.
Lemma 8.15 implies that there existw1, z1 ∈ q̃[w, z] ∩ NM ′(A) such thatq̃[w,w1] and q̃[z1, z]

intersectNM ′(A) in two sets of diameter at mostd1, whered1= d1(L
′, C′,M ′).

We show that̃r[w, s−] andr̃[s+, z] intersectNM ′(A) in two sets of bounded diameter. We prove it only
for r̃[w, s−]; the same argument works forr̃[s+, z]. Letx ∈ r̃[w, s−] ∩NM ′(A) and let distS(x, s−)= �.
According to the decomposition (27), we have thatr̃[x, s−] = r̃′i ∪ r̃i+1 ∪ · · · ∪ r̃j , wherei�j, i, j ∈
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{1,2, . . . , n} andr̃′i is eventually a restriction ofr̃isuch thatx is an endpoint of it. If all the components are
of type (R1), thenr̃[x, s−] has length at mostNand��N . Suppose that at least one component is of type
(R2). We have at mostN such components. Then at least one componentr̃k of type (R2) has the distance
between its endpoints at least(� − N)/N . On the other hand sincex, s− ∈ NM ′+1(A) and r̃[x, s−] is
an (L′, C′)-almost-geodesic, it follows thatr̃[x, s−] ⊂ N�′(M ′+1)(A). In particularr̃k is contained in
the same tubular neighborhood; therefore the diameter ofAk ∩N�′(M ′+1)(A) is at least(� − N)/N .
There exists�0= �0(L

′, C′, N) such that if���0 thenAk =A. This contradicts the fact thatr is without
backtracking. We conclude that���0.

We apply Corollary 8.14 tõq[w,w1] and tor̃[w, s−] and we obtain that distS(w1, s−)�D1, where
D1=D1(L

′, C′, �0). With a similar argument we obtain that distS(z1, s+)�D1.
StepIII. We show thatq has a component inA.
We have that distS(w1, z1)�D−2D1 and that̃q[w1, z1] ⊂N�′D1(A). The decomposition (28) implies

that q̃[w1, z1] = q̃′k ∪ q̃k+1 ∪ · · · ∪ q̃l−1 ∪ q̃′l , wherek� l, k, l ∈ {1,2, . . . , N1} andq̃′k, q̃′l are eventually
restrictions of̃qk, q̃l , respectively, with endpointsw1 andz1. If D − 2D1>N1 it follows that q̃[w1, z1]
has at least a component of type (Q2). Since it has at mostN1 such components, we may moreover
say thatq̃[w1, z1] has at least a componentq̃i with endpoints at distance at least(D − 2D1 − N1)/N1.
Consequently the diameter ofBi ∩N�′D1(A) is at least(D − 2D1 − N1)/N1. ForD large enough we
obtain thatBi = A. We conclude thatq has a component inA.

(2) Suppose thatsandt areH-components ofp andq, respectively, contained in a left cosetA ∈ A.
We show that distS(s−, t−) and distS(s+, t+) are bounded by a constant depending onG.

We takeu ∈ p[p−, s−] either such that the length ofp[u, s−] is 2�(�+ 1) or, if the length ofp[p−, s−]
is less than 2�(�+ 1), u= p−. Likewise we takev ∈ p[s+, p+] either such that the length ofp[s+, v] is
2�(�+ 1) or, if the length ofp[s+, p+] is less than 2�(�+ 1), v = p+.

Since distS∪H(s−, t−)�1 and Cayley(G, S ∪ H) is hyperbolic, there existsw ∈ q[q−, t−] such
that distS∪H(u,w)��. Similarly, distS∪H(s+, t+)�1 implies the existence ofz ∈ q[t+, q+] such that
distS∪H(v, z)��. We consider two geodesicsguw andgvz. As in Step 1 of the proof of (1), we show that
the pathgwu ∪ p[u, v] ∪ gvz can be modified to give a pathr with endpointsw andz and of length at
mostN, without backtracking, containings, such that any of its lifts,̃r, decomposes as in (27) and it is an
(L′, C′)-almost-geodesic. Again as in Step I of the proof of (1), we show that the length ofq[w, z] is at
mostN1 and that any lift̃q[w, z] decomposes as in (28) and it is an(L′, C′)-almost-geodesic.

With an argument as in Step II of the proof of (1), we show thatr̃[w, s−] andr̃[s+, z] intersectNM ′(A)
in sets of diameter at most�0. The same argument can be used to show thatq̃[w, t−] andq̃[t+, z] intersect
NM ′(A) in sets of diameter at most�′0 = �′0(L′, C′, N1). Corollary 8.14 implies that distS(s−, t−) and
distS(s+, t+) are at mostD1, whereD1=D1(L

′, C′, �0, �
′
0). �

8.3. The Morse lemma

Proposition 8.25 can be strengthened to the following statement.

Proposition 8.28. Letq : [0, 0] → Cayley(G, S) be an(L,C)-quasi-geodesic and letp be a geodesic in
Cayley(G, S∪H) joining the endpoints ofq. InCayley(G, S) the quasi-geodesic segmentq is contained
in the T-tubular neighborhood of the M-saturation of the liftp̃ of p. Conversely, the lift p̃ is contained in
the T-tubular neighborhood of the M-saturation ofq. The constants T and M depend onL,C and S.
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Proof. According to Proposition 8.25, the Hausdorff distance fromq top in Cayley(G, S∪H) is at most
�. We dividep into arcs of length 3(�+2), with the exception of the two arcs at the endpoints, which can
be shorter. Letsbe one of these arcs. Consideru on the sub-arc ofp betweenp− ands− such that either
distS∪H(u, s−)= �+ 2 oru= p−. Likewise letv be a point on the sub-arc ofp betweens+ andp+ such
that either distS∪H(s+, v)= �+ 2 orv = p+. Letw andzbe two points onq at distance at most� from
u andv, respectively, in Cayley(G, S ∪H).

We repeat the argument from the proof of Proposition 8.27, Step I. Considerguw andgvz geodesics
in Cayley(G, S ∪H). Consideru′ the farthest fromu point onguw contained in the same left coset
as anH-component� of p. Likewise let v′ be the farthest fromv point on gvz contained in the
same left coset as anH-component�′ of p. Then� does not intersects, otherwise the distance from
u to s in Cayley(G, S ∪ H) would be at most � + 1. Similarly, �′ does not inter-
sects.

Consider the path in Cayley(G, S ∪ H) defined asr = gwu′ # gu′�+ # p[�+, �′−] # g�′−v′ # gv′z,
where gwu′ and gv′z are sub-geodesics ofgwu and gvz, respectively, andgu′�+ and g�′−v′ are com-
posed of one edge. It has no backtracking and its liftr̃ is an (L′, C′)-quasi-geodesic, whereL′ and
C′ depend on the length ofr, and hence on�. It has the same endpoints as a sub-quasi-geodesic of
q of endpointsw andz; hence it is contained in theT-tubular neighborhood of theM-saturation of it,
whereM = M(L,C) andT = T (L,C, �). In particular this is true for the lift ofs. Sinces is arbi-
trary, we have obtained that the liftp̃ is contained in theT-tubular neighborhood of theM-saturation
of q.

We now considerq endowed with the order from[0, 0]. We consider the patĥq in Cayley(G, S ∪H)

obtained by deleting the part ofq between the first and the last point inq contained in the same left
coset, replacing it with an edge, and performing this successively for every coset intersectingq in more
than one point. Then, for a constantD to be chosen later, we dividêq into arcst such thatt+ is the first
vertex on̂q (in the order inherited fromq) which is at distanceD of t−. We start constructing these arcs
from q− and we end inq+ by an arc which possibly has endpoints at distance smaller thanD. Considert
one of these arcs. Letu be a point onq betweenq− andt− with the property that it is at distance� + 2
of t. If no such point exists, takeu = q−. Similarly, takev a point onq betweent+ andq+ with the
property that it is at distance� + 2 of t, or v = q+. There existw andz, respectively onp at distance
at most� from u andv. Then distS∪H(w, z)�2� + 2(� + 2) + 6D. It follows that the lift p̃wz of the
sub-geodesicpwz of p of endpointsw andz is an(L′′, C′′)-quasi-geodesic, whereL′′ andC′′ depend on�
andD.

As above we chooseu′ ∈ guw and� anH-component of̂q in the same left class asu′. The choice ofu
implies that� does not intersectt, otherwiseuwould be at distance at most�+1 of t. Likewise we choose
v′ and�′, and we construct the pathr′ = gwu′ # gu′�+ # q̂[�+, �′−] # g�′−v′ # gv′z in Cayley(G, S ∪H)

of bounded length, witĥq[�+, �′−] containingt. As in the proof of Proposition 8.27, Step I, the sub-
arcsr′[w, v′] and r′[u′, z] do not have backtracking. Suppose thatgwu′ andgv′z haveH-components
in the same left coset. Letw′ andz′ be the nearest points tou′ and, respectivelyv′ contained in the
same left coset.Lemma 8.12 implies thatl = g�+u′ # gu′w′ # gw′z′ # gz′v′ # gv′�′− , which has length
at most 2� + 3, lifts to an(L1, C1)-quasi-geodesic, where(L1, C1) depends on�. It follows that the
sub-arc ofq between�+ and�′− is contained in the�-neighborhood of theM ′-saturation of̃l, where
M ′ =M ′(�) and� = �(�, L, C). It follows that the diameter of̂q[�+, �′−] is at most 2� + 2+ 2M ′ +
lengthl. HenceD�2(� + 1+ M ′ + �) + 3. Thus, if we takeD = 2(� + 1+ M ′ + �) + 4, we get a
contradiction.
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We conclude thatr′ has no backtracking, hence it lifts to a quasi-geodesic, by Lemma 8.12. We make
a slight change when lifting it to a path̃r′, in that the sub-arcs in̂q are lifted to the corresponding
sub-arcs ofq. We obtain a quasi-geodesicr̃′ with the same endpoints asp̃wz, hence contained in theT-
tubular neighborhood of theM-saturation of it, whereM=M(L,C, �) andT =T (L,C, �). In particular
this applies to the lift oft. Sincet was arbitrary, this allows one to obtain the desired statement forq

andp̃. �

Proposition 8.28 together with Proposition 8.25 and Lemmas 4.25, 4.26, and 4.28 imply
Theorem 1.12.

8.4. Undistorted subgroups and outer automorphisms of relatively hyperbolic groups

Theorem 8.29.Let G = 〈S〉 be a finitely generated group that is hyperbolic relative to subgroups
H1, . . . , Hn. LetG1 = 〈S1〉 be an undistorted finitely generated subgroup of G. ThenG1 is relatively
hyperbolicwith respect to subgroupsH ′

1, . . . , H
′
m,whereeachH ′

i is oneof the intersectionsG1∩gHjg
−1,

g ∈ G.

Proof. SinceG1 is undistorted, there exists a constantD�1 such that for every elementg ∈ G1,
|g|S1 �D|g|S . Here by|g|S and |g|S1 we denote the length ofg in G andG1, respectively. We can
assume thatS1 ⊆ S so that the graph Cayley(G1, S1) is inside Cayley(G, S). Then every geodesic in
Cayley(G1, S1) is a(D,0)-quasi-geodesic of Cayley(G, S).
StepI. Let us prove that for every cosetgHi and every constantC >0 there existsC′ =C′(C, g, i)>0

such thatG1 ∩ NC(gH i) ⊆ NC′(G1 ∩ gHig
−1). By contradiction, let(xj )j∈N be a sequence of

elements inG1 such thatxj = ghjpj ∈ G1, hj ∈ Hi , |pj |S <C, and dist(xj ,G1 ∩ gHig
−1)�j for

everyj. Without loss of generality we can assume thatpj = p is constant. Thenxjx
−1
1 ∈ G1 ∩ gHig

−1.
Hence dist(xj ,G1 ∩ gHig

−1)� |x1|S , a contradiction.
StepII. Let R>0 and letgHi be such thatNR(gH i) ∩G1 �= ∅.
We prove that for everyK >0 there existsK ′ =K ′(K,R) such that

G1 ∩NK(gHi) ⊂NK ′(G1 ∩ g1�Hi�
−1)

for someg1 ∈ G1 and some� ∈ G with |�|S �R.
Fix K >0 and defineK ′ as the maximum of numbersC′(K, �, i) defined in Step I taken over all

i ∈ {1,2, . . . , n} and all� ∈ G with |�|S �R.
Let g ∈ G be such thatG1 ∩ NR(gH i) �= ∅. Let g1 be an element of the intersection. Then

g−1
1 NR(gH i)=NR(g

−1
1 gHi) contains 1; henceg−1

1 gHi = �Hi where|�|S �R.
Step I and the choice ofK ′ imply that

G1 ∩NK(�Hi) ⊂NK ′(G1 ∩ �Hi�
−1).

Multiplying this inclusion byg1 on the left, we obtain

G1 ∩NK(gHi) ⊂NK ′(G1 ∩ g1�Hi�
−1).
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StepIII. Let R = M(D,0, 1
3) be the constant given by the property(	′2) satisfied by the left cosets

{gHi | g ∈ G, i = 1,2, . . . , n} in Cayley(G, S).
For everyi ∈ {1, . . . , n} consider the following equivalence relation on the ballB(1, R) in G:

�∼i�
′ iff G1�Hi =G1�

′Hi .

For each pair(�, �′) of ∼i-equivalent elements inB(1, R) we choose oneg1 ∈ G1 such that� ∈ g1�′Hi .
Let C̃ be the maximal length of these elementsg1.

Let M be the collection of all non-trivial subgroups ofG1 in the set

{G1 ∩ �Hi�
−1 | i ∈ {1,2, . . . , n}, |�|S �R}.

By Step II, this collection of subgroups has the property that for everyK >0 there existsK ′=K ′(K,R)

such that for everyg ∈ G with NR(gH i) ∩G1 �= ∅, we have

G1 ∩NK(gHi) ⊂NK ′(g1H) (29)

for someg1 ∈ G1 andH ∈M.
We say that two non-trivial subgroupsG1∩ �Hi�−1 andG1∩ �Hi�

−1 fromM are equivalent if�∼i�.
LetH ′

1, . . . , H
′
m be the set of representatives of equivalent classes inM. If M is empty, we setm= 1,

H ′
1= {1}.
Notice that for everyH ∈M there existsj ∈ {1, . . . , m} such thatH is at Hausdorff distance at most

C̃ from a left cosetgH ′
j from G1. Indeed,H = �Hi�−1 ∩G1. LetH ′

j = �Hi�
−1 ∩G1 be equivalent to

H. Then�= g�h for someg ∈ G1, h ∈ Hi , where|g|�C̃. Then

H = g�hHih
−1�−1g−1 ∩G1= gH ′

j g
−1,

from which we deduce thatH is at Hausdorff distance at mostC̃ from gH ′
j .

Hence (29) remains true if we replaceM by the smaller set{H ′
1, . . . , H

′
m} andK ′ byK ′ + C̃.

We shall prove thatG1 is relatively hyperbolic with respect to{H ′
1, . . . , H

′
m} by checking properties

(	1), (	
1/6D
2 ), (	3) from Theorem 4.1 and Remark 4.2 for the collection of left cosets{g1H

′
j | g1 ∈

G1, j = 1,2, . . . , m}.
Property (	1). Considerg1H

′
j �= g′1H ′

k. We have that

N�(g1H
′
j ) ∩N�(g

′
1H

′
k) ⊂N�(g1�Hij �

−1) ∩N�(g
′
1�
′Hik (�

′)−1)

⊂N�+R(g1�Hij ) ∩N�+R(g′1�′Hik ).

Suppose thatg1�Hij = g′1�′Hik . Then(g1�)
−1g′1�′ ∈ Hij and henceg1�Hij = g′1�′Hij . We deduce

that Hij = Hik . Thereforeg1� = g′1�′h for someh ∈ Hij . Hence�∼ij �
′, so � = �′. We deduce that

g1�Hij �
−1= g′1�Hij �

−1. Sog1H
′
j = g′1H ′

k, a contradiction.
Thus,g1�Hij �= g′1�′Hik . Property(	1) satisfied by the left cosets{gHi | g ∈ G, i = 1,2, . . . , n}

allows one to complete the proof.
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Property (	1/6D
2 ). Let �1 ∈ [0,1/6D). We may write�1(�/D), with � ∈ [

0, 1
6

)
. Let g: [0, 0] →

Cayley(G1, S1) be a geodesic of length0 in Cayley(G1, S1) with endpoints inN�10(g1H
′
j ) ⊂N�10+R

(g1�Hi), where|�|S �R andi ∈ {1,2, . . . , n}. Theng is a(D,0)-quasi-geodesic in Cayley(G, S).

Suppose that0�6DR. Then g is contained in the(3DR + R)-tubular neighborhood ofg1H
′
j in

Cayley(G1, S1).
Suppose that0>6DR. Then the endpoints ofg are contained inN(�+1/6)0/D(g1�Hi) ⊂ N(1/3)0/D

(g1�Hi) in Cayley(G, S). Since the property(	′2) is satisfied by the cosets ofHi in G, it follows thatg
intersectsNR(g1�Hi). Henceg intersectsG1∩NR(g1�Hi)=g1[G1∩NR(�Hi)] ⊂ g1NR′(H ′

j ) where
R′ = R′(R,R) is given by Step II.

We conclude thatg intersectsNM ′(g1H
′
j ) in Cayley(G1, S1), for M ′ = sup(DR′,3DR + R).

Property(	3). We use the property (29) of{H ′
1, . . . , H

′
m} and the property(	′3) satisfied by the cosets

of groupsHi .
Fix an integerk�2. LetP be a(ϑ,2,8D)-fat geodesick-gon in Cayley(G1, S1) for someϑ. ThenP

has(D,0)-quasi-geodesic sides in Cayley(G, S) and it is(ϑ/D,2D,8D)-fat. Consequently, forϑ large
enough, by property(	′3) satisfied by the left cosets{gHi | g ∈ G, i=1, . . . , n}, thek-gonP is contained
in a tubular neighborhoodN�(gH i) in Cayley(G, S) for some�>0.

Suppose that all edges ofP have lengths at most 3D� in Cayley(G1, S1). ThenP has diameter at most
3kD� in the same Cayley graph.

Suppose that one edgeg of P has length at least 3D�. The fact thatP ⊂ N�(gH i) and property
(	′2) is satisfied by the left cosets{gHi} implies thatg intersectsNR(gH i); thereforeNR(gH i) ∩
G1 �= ∅.

Then by (29) there exists�′ = �′(�, R) such that

G1 ∩N�(gH i) ⊂N�′(g1H
′
j )

for someg1 ∈ G1 andj ∈ {1,2, . . . , m}. We conclude that in this caseP ⊂N�′(g1H
′
j ).

Thus we can take� needed in(	3) to be the maximum of 3kD� and�′. �

Remark 8.30. (1) If in Theorem 8.29 the subgroupG1 is unconstricted thenG1 is inside a conjugate of
one of the subgroupsHi .

(2) If the subgroupG1 intersects with all conjugates of the subgroupsH1, . . . , Hn by hyperbolic
subgroups thenG1 is hyperbolic.

Proof. (1) Indeed, Corollary 5.8 implies thatG1 is contained in theK-tubular neighborhood of a left coset
gHi , whereK depends only on the non-distortion constants. For everyg1 ∈ G1, G1= g1G1 is contained
in theK-tubular neighborhoods ofg1gHi and ofgHi . SinceG1 is infinite, property(	1) implies that
g1gHi = gHi . We conclude thatG1 is contained ingHig

−1.
(2) By Theorem 8.29G1 is relatively hyperbolic with respect to hyperbolic subgroups, so every asymp-

totic cone ofG1 is tree-graded with respect toR-trees, whence it is anR-tree itself. ThereforeG1 is
hyperbolic[30]. �
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Corollary 8.31. LetG be a finitely generated group that is relatively hyperbolic with respect to subgroups
H1, . . . , Hm. Suppose thatH1 is unconstricted and that eachHi, i ∈ {2, . . . , m}, is infinite and either
unconstricted or does not contain a copy ofH1. LetFix(H1) be the subgroup of the automorphism group
of G consisting of the automorphisms that fixH1 as a set. Then:

(1) Inn(G)Fix(H1)has index atmostm! inAut(G) (in particular, ifm=1,these two subgroups coincide).
(2) Inn(G) ∩ Fix(H1)= InnH1(G), whereInnH1(G) is by definition{ih ∈ Inn(G) | h ∈ H1}.
(3) There exists a natural homomorphism from a subgroup of index at mostm! in Out(G) to Out(H1)

given by� �→ ig��|H1, whereg� is an element of G such thatig�� ∈ Fix(H1), and |H1 denotes the
restriction of the automorphism toH1.

Proof. (1) Indeed, every automorphism� of G is a quasi-isometry of the Cayley graph ofG. Hence
�(H1) is an undistorted subgroup ofG that is isomorphic toH1. By Remark 8.30(1), we have that
�(H1) ⊂ gHjg

−1 for someg ∈ G andj ∈ {1,2, . . . , m}. In particulari−1
g �(H1) ⊂ Hj . By hypothesis

Hj is unconstricted. If we denote by� the automorphismi−1
g �, we have that�−1(Hj ) ⊂ �Hk�−1, for

some� ∈ G andk ∈ {1,2, . . . , m}. ConsequentlyH1 ⊂ �Hk�−1. We deduce from the fact thatH1 is
infinite and from property(	1) thatH1= �Hk�−1 andi−1

g �(H1)=Hj . In particular every automorphism
of G induces a permutation of the set

{Hi | Hi is isomorphic toH1}.

Therefore we have an action of Aut(G) on a subset of{H1, . . . , Hm}. LetSbe the kernel of this action.
Then|Aut(G) : S|�m!. The composition of any� ∈ S with an inner automorphismi−1

g induced byg−1

is in Fix(H1). ThereforeS is contained in Inn(G)Fix(H1).
(2) Let ig be an element in Inn(G) ∩ Fix(H1). Theng normalizesH1; hence by[43], g ∈ H1.
(3) This immediately follows from (1) and (2).�

Acknowledgements

The authors are grateful to Anna Erschler and Denis Osin for many helpful conversations. We are also
grateful to Chris Hruska for a discussion that led us to a new version of Theorem 1.12.

Appendix A. Relatively hyperbolic groups are asymptotically tree-graded. ByDenisOsin andMark
Sapir

Here we prove the “if” statement in Theorem 8.5.

Theorem A.1. Let G be a group generated by a finite set S, that is relatively hyperbolic with respect
to finitely generated subgroupsH1, . . . , Hm. Then G is asymptotically tree-graded with respect to these
subgroups.
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Throughout the rest of this section we assume thatG, H1, . . . , Hm, an ultrafilter�, and a sequence of
numbersd = (di) are fixed,G is generated by a finite setSand is hyperbolic relative toH1, . . . , Hm. We
denote the asymptotic cone Con�(G; e, d) byC.

If (gi), (hi) are sequences of numbers, we shall writegi ��hi instead of “gi �hi �-almost surely”.
The signs=�, ∈� have similar meanings.

As before,H= (
⋃m

i=1Hi)\{e}. For everyi=1, . . . , m, in every coset ofHi (i=1, . . . , m) we choose
a smallest length representative. The set of these representatives is denoted byTi . Let Ti be the set
{(gj )� | lim�(|gi |S)<∞}. For each�= (gj )

� ∈Ti we denote byM� the�-limit lim �(gjHi)e. We need
to show thatC is tree-graded with respect to allP= {M� | � ∈Ti , i = 1, . . . , m}.

We use the notation distS and distS∪H for combinatorial metrics on Cayley(G, S) and Cayley(G,

S ∪H). When speaking about geodesics in Cayley(G, S ∪H) we always assume them to be geodesic
with respect to distS∪H .

The lemma below can be found in[43, Theorem 3.23].

Lemma A.2. There exists a constant�>0 such that the following condition holds. Let = pqr be a
geodesic triangle inCayley(G, S ∪H) whose sides are geodesic(with respect to the metricdistS∪H).
Then for any vertexv on p, there exists a vertex u on the unionq ∪ r such that

distS(u, v)��.

Lemma A.3. Let p and q be paths inCayley(G, S ∪H) such thatp−= q−, p+= q+, and q is geodesic.
Then for any vertexv ∈ q, there exists a vertexu ∈ p such that

distS(u, v)�(1+ �)log2|p|.
Proof. Let f : N → N be the smallest function such that the following condition holds. Letp and
q be paths in Cayley(G, S ∪H) such thatp− = q−, p+ = q+, q is geodesic, and|p|�n. Then for
any vertexv ∈ q, there exists a vertexu ∈ p such that distS(u, v)�f (n). Clearly f (n) is finite for
each value of the argument. By dividingp into two parts and applying Lemma A.2, we obtainf (m +
n)� max{f (m), f (n)} + �. In particular,f (2n)�f (n)+ � andf (n+ 1)�f (n)+ �.

Suppose that

n= ε0+ 2ε1+ · · · + 2kεk,

whereεi ∈ {0,1} andεk = 1. Then

f (n)= f (ε0+ 2(ε1+ · · · + 2(εk−1+ 2) . . .))
� �+ �+ · · · + �︸ ︷︷ ︸

2k times

+f (1)�2� log2 n. �

The next lemma can be found in[43, Lemma 3.1].
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LemmaA.4. There is a constant	 such that for any cycle q inCayley(G, S∪H), and any set of isolated
H-components ofp1, . . . , pk of q, we have

k∑
i=1

distS((pi)−, (pi)+)�	|q|.

The following lemma holds for any (not necessarily relatively hyperbolic) finitely generated groupG
and any subgroupH �G.

Lemma A.5. For any i = 1, . . . , m, �, � ∈ Ti , if � �= � then the intersectionM� ∩M� consists of at
most1 point.

Proof. Suppose thatx, y ∈ M� ∩M�. Suppose that�= (fj )
�, �= (gj )

�. Then

x = lim�(fjaj ), y = lim�(fj sj )

for someaj , sj ∈ Hi and

x = lim�(gjbj ), y = lim�(gj tj )

for somebj , tj ∈ Hi . Since the sequences(fjaj )� and (gjbj )
� are equivalent, we havefjaj =

gjbjuj , where |uj |S=�o(dj ). Similarly fj sj = gj tj vj , where |vj |S=�o(dj ). From these equalities
we have

a−1
j sj = u−1

j b−1
j tj vi .

LetUj , Vj be the shortest words overSrepresentinguj andvj , respectively. Let alsohj = a−1
j si and

kj = b−1
j tj . Then there exists a quadrangle

qj = p
j
1p

j
2p

j
3p

j
4

in Cayley(G, S) such that�(pj
1) ≡ Ui , �(pj

3) ≡ V −1
j andpj

2, pj
4 are edges of Cayley(G, S) labelledhj

andk−1
j , respectively. Note that the cycleqj contains only two components, namely,p

j
2 andpj

4, as the

labels ofpj
1 andpj

3 are words overS. LetA ⊆ N be the set of allj such that the componentspj
2 andpj

4
are connected. There are two cases to consider.
Case1. �(A) = 1. Note that�(pj

1) represents an element ofHi in G for anyj ∈ A, i.e. sj∈�Hi . It
follows that�= �.
Case2. �(A)= 0. Note thatpj

2 is an isolated component ofqj for anyj ∈ N\A. Since�(N\A)= 1,
applying Lemma A.4, we obtain

|hj |S = distS((p2)−, (p2)+)�	|qj |��	(2+ 2o(dj ))= o(dj ).



C. Druţu, M. Sapir / Topology 44 (2005) 959–1058 1055

This yields

dist(x, y)= lim�
(

1

dj
distS(fjaj , fj sj )

)
= lim�

(
1

dj
|hj |S

)
= 0,

i.e.x = y. �

The following lemma does use the relative hyperbolicity ofG.

Lemma A.6. For everyi �= i′ and every� ∈Ti , � ∈Ti′ , the intersectionM� ∩M� consists of at most
1 point.

Proof. Indeed, repeating the argument from the proof of Lemma A.5, we immediately get contradiction
with the BCP property. �

Lemmas A.5 and A.6 show that the asymptotic coneC satisfies property(T1) with respect to the setP.
Now we are going to prove(T2).

LemmaA.7. Letg be a simple loop in C. Suppose thatg= lim�(gj ) for certain loopsgj in Cayley(G, S),
|gj |�Cdj for some constant C. Then there existsi = 1, . . . , m and � ∈ Ti such that g
belongs toM�.

Proof. Let a �= b be two arbitrary points ofg,

a = lim�(aj ), b = lim�(bj ),

whereaj , bj are vertices ongj . For everyj, we consider a geodesic pathqj in Cayley(G, S ∪H) such
that(qj )− = aj , (qj )+ = bj .

According to Lemma A.3, for every vertexv ∈ qj , there exist verticesxj = xj (v) ∈ gj [aj , bj ]
andyj = yj (v) ∈ gj [bj , aj ] (heregj [aj , bj ] andgj [bj , aj ] are segments ofgj = gj [aj , bj ]gj [bj , aj ])
such that

distS(v, xj )�2� log2|gj [aj , bj ]|<2� log2(Cdj )= o(dj ) (30)

and similarly

distS(v, yj )�2� log2|gj [bj , aj ]|<2� log2(Cdj )= o(dj ). (31)

Summing (30) and (31), we obtain

distS(xj , yj )�distS(xj , v)+ distS(v, yj )= o(dj ).

Thus for anyj, there are only two possibilities: either lim�(xj )= lim�(yj )=a or lim�(xj )= lim�(yj )=b,
otherwise the loopg is not simple.



1056 C. Druţu, M. Sapir / Topology 44 (2005) 959–1058

For everyj, we take two verticesvj , wj ∈ qj such that

lim�(xj (vj ))= lim�(yj (vj ))= a,

lim�(xj (wj ))= lim�(yj (wj ))= b,

and distS∪H(vj , wj )= 1. Since lim�(xj (vj ))= a, we have distS(xj (vj ), a)=�o(dj ). Hence

distS(vj , aj )�distS(vj , xj (vj ))+ distS(xj (vj ), aj )=�o(dj ).

Similarly,

distS(wj , b)=�o(dj ).

This means that

lim�(aj )= lim�(vj ) and lim�(bj )= lim�(wj ). (32)

For everyi = 1, . . . , m, setAi = {j ∈ N | v−1
j wj ∈ Hi}. Let us consider two cases.

Case1.�(Ai)=1 for somei. Set�=(ti(vj ))
� ∈Ti whereti(vj ) is the representative of the cosetvjHi

chosen in the definition ofTi . Thena, b∈�M�. Indeed, this is obvious forasince lim�(aj )= lim�(vj ) ∈
M�. Further, sincev−1

j wj∈�Hi , we havet (wj )=�t (vj ). Hence lim�(bj )= lim�(wj ) ∈ M�.

Case2. �(Ai) = 0 for everyi. Recall thatv−1
j wj ∈ S ∪H. Thus we havev−1

j wj∈�S. This implies

|v−1
j wj |S=�1 and lim�(vj )= lim�(wj ). Taking into account (32), we obtain lim�(aj )= lim�(bj ), i.e.

a = b.
Sincea andbwere arbitrary points of�, the lemma is proved. �

Now property(T2) immediately follows from Proposition 3.29 and Lemma A.7.
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