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Abstract. We give a classification, up to automorphisms, of hyperbolic linear fractional maps of the ball. We then show that this classification is very convenient to study the geometric properties of these maps, as well as the spectrum and the dynamics of the associated composition operators. We conclude by showing how these properties can be transferred to composition operators associated to hyperbolic self-maps of the ball which are not linear-fractional maps.

1. Introduction

If $X$ is a Banach space of holomorphic functions on a domain $\mathcal{U}$ and if $\phi$ is a (holomorphic) self-map of $\mathcal{U}$, the composition operator of symbol $\phi$ is defined by $C_\phi(f) = f \circ \phi$ for any $f \in X$. The study of composition operators consists in the comparison of the properties of the operator $C_\phi$ with that of the function $\phi$ itself, which is called the symbol of $C_\phi$. For instance, if $X$ is the Hardy space $H^2(\mathbb{D})$ on the unit disk $\mathbb{D}$, it is well-known that every self-map $\phi$ induces a bounded composition operator on $H^2(\mathbb{D})$; one can characterize compactness of $C_\phi$ and many other properties. We refer to [11] and to [21] to learn much more on this subject.

Even on the disk, some properties are not easily managed. A strategy to study composition operators is to use the so-called linear fractional model. Recall that a linear fractional map of the Riemann sphere $\hat{\mathbb{C}}$ is a map $u : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$ which can be written $u(z) = \frac{az + b}{cz + d}$. The linear fractional model theorem asserts that every univalent self-map of the disk is conjugate to a linear fractional self-map of some, usually more complicated, plane domain. It is particularly useful for composition operators because, if $\phi : \mathbb{D} \to \mathbb{D}$ is holomorphic and $u$ is its model, one can often deduce properties of $C_\phi$ from properties of $C_u$. And of course, it is easier to study directly $C_u$.

On the other hand, the theory of composition operators on the (euclidean) ball $\mathbb{B}_d := \{Z = (z, w) \in \mathbb{C} \times \mathbb{C}^{d-1}; \|Z\|^2 < 1\}$ of $\mathbb{C}^d$, $d \geq 2$ is much more involved. There are simple examples of self-maps of $\mathbb{B}_d$ which do not induce a bounded composition operator on $H^2(\mathbb{B}_d)$. In this context, the introduction of the class of linear fractional maps of the ball seems to be crucial, at least for two reasons. First, to give a source of examples that are easily managed, yet still rich enough to exhibit surprisingly diverse behaviors. Second, to hope to produce a tool like the linear fractional model. This motivated Cowen and MacCluer to introduce in [12] the following definition.

Definition 1.1. An application $\phi : \mathbb{C}^d \to \mathbb{C}^d$ is said to be a linear fractional map if it can be written

$$\phi(Z) = \frac{AZ + B}{(Z, C) + D},$$

where $A \in M_d(\mathbb{C})$ is a matrix, $B$ and $C$ are two vectors in $\mathbb{C}^d$, and $D \in \mathbb{C}$.

If $\mathcal{U}$ is a domain of $\mathbb{C}^d$, we say that $\phi$ is a linear fractional map of $\mathcal{U}$ if it is defined in a neighbourhood of $\mathcal{U}$ and if $\phi(\mathcal{U}) \subset \mathcal{U}$. We denote the set of such maps by $LFM(\mathcal{U})$.

In order to classify these linear fractional maps according to their fixed points (which play an essential role in the study of the associated composition operators), we recall the Denjoy-Wolff theorem in the ball $\mathbb{B}_d$:
Theorem 1.2. Let $\phi \in \text{LFM}(\mathbb{B}_d)$ without fixed points in $\mathbb{B}_d$. Then there exists a unique fixed point $\tau \in \partial \mathbb{B}_d$ such that $\phi(\tau) = \tau$ and $\alpha(\phi) = (d\phi_\ast(\tau), \tau) \in (0, 1]$.

$\tau$ is called the Denjoy-Wolff point of $\phi$ and $\alpha(\phi)$ is called the boundary dilation coefficient of $\phi$.

Looking at this theorem, we may distinguish three types of linear fractional map $\phi$ of $\mathbb{B}_d$:

- $\phi$ is said elliptic if it has a fixed point in $\mathbb{B}_d$;
- $\phi$ is said parabolic if it has no fixed point in $\mathbb{B}_d$ and if $\alpha(\phi) = 1$.
- $\phi$ is said hyperbolic if it has no fixed point in $\mathbb{B}_d$ and if $\alpha(\phi) \in (0, 1)$.

From now on, if $\phi \in \text{LFM}(\mathbb{B}_d)$ has no fixed points in $\mathbb{B}_d$ then, up to conjugation by an automorphism of the ball, we may assume that the Denjoy-Wolff point of $\phi$ is $e_1 = (1, 0, \ldots, 0)$.

In this paper, we intend to begin a systematic study of hyperbolic linear fractional maps and of their associated composition operators. Our first task is to classify the hyperbolic linear fractional maps. We move to the Siegel upper half-space

$$
\mathbb{H}_d = \left\{ Z = (z, w) \in \mathbb{C} \times \mathbb{C}^{d-1}, \Re m(z) > |w_1|^2 + \ldots + |w_{d-1}|^2 = \|w\|^2 \right\}
$$

and we show that any hyperbolic linear fractional map of $\mathbb{B}_d$ is conjugated, via the Cayley transform and automorphisms of $\mathbb{B}_d$, to a self-map of $\mathbb{H}_d$ which may be written

$$
\psi(z, u, v) = (\lambda z + b, Du, Av + c)
$$

where $z \in \mathbb{C}$, $(u, v) \in \mathbb{C}^{d-1}$, $\Re m(b) \geq 0$, $D$ is a diagonal matrix with diagonal coefficients having modulus $\sqrt{\lambda}$ and $A$ and $c$ satisfy several technical conditions. We call this map $\psi$ a normal form of $\phi$, and this rewriting of $\phi$ will allow us to simplify the computations in the next parts of the paper.

Although the normal form is not unique up to automorphisms, we shall identify three properties of $\phi$ which may be easily read on any of its normal forms and which are invariant by automorphisms. We will call these properties the signature of $\phi$, and we shall see that the properties of both $\phi$ and $C_\phi$ do really depend on the signature. This will be for instance the case for the geometric properties of $\phi$, like the shape of its characteristic domain which is entirely determined by the signature of $\phi$.

Next, we will focus on the composition operators associated to hyperbolic linear fractional maps, and first of all, on their spectra. The study of the spectrum of composition operators has drawn the attention of many mathematicians, see for instance [11, Chapter 7]. In our context of linear fractional maps, the spectrum of $C_\phi$ has been computed when $\phi$ is parabolic in [2] and when $\phi$ is an automorphism (see [18]). The spectral radius is also known (see [17]).

We achieve the computation for hyperbolic linear fractional maps.

Theorem 1.3. Let $\phi \in \text{LFM}(\mathbb{B}_d)$ be hyperbolic and not an automorphism. Then the spectrum of $C_\phi$ is

- $\bigcup_n C_n \cup \{0\}$ where $(C_n)$ is a sequence of coronae centered at 0 whose radii go to zero, if $\phi$ acts as an automorphism on a slice of $\mathbb{B}_d$;
- a disk centered at 0 otherwise.

In Section 4, we do a complete study of the dynamics of the composition operator associated to a hyperbolic linear fractional map. Recall that an operator $T$ acting on a Banach space $X$ is called hypercyclic if there exists a vector $x \in X$ such that its orbit $\{T^n x; n \geq 0\}$ is dense in $X$. It is called supercyclic if there exists a vector $x \in X$ such that its projective orbit $\mathbb{C} \cdot \{T^n x; n \geq 0\}$ is dense in $X$. It is called cyclic if there exists $x \in X$ such that $\{P(T) x; P$ polynomial$\}$ is dense in $X$. For a complete and up-to-date account on linear dynamics, we refer to [3].
The dynamics of composition operators is an important feature of both linear dynamics and the theory of composition operators (see for instance [2], [6], [9], [15], [16], [21]). In particular, the dynamics of a composition operator associated to a hyperbolic linear fractional map of the disk is already well-known (see [6]):

**Theorem 1.4 (Disk theorem).** Let \( \phi \in \text{LFM}(\mathbb{D}) \) be hyperbolic. Then \( C_\phi \) is hypercyclic.

The corresponding theorem for \( \mathbb{B}_d, d \geq 2 \), is much more complicated.

**Theorem 1.5.** Let \( \phi \in \text{LFM}(\mathbb{B}_d) \) be hyperbolic and univalent and let \( \psi(z, w) = (\lambda z + b, Du, Av + c) \) be a normal form of \( \phi \).

1. If \( \dim(v) = 0 \), then \( C_\phi \) is hypercyclic;
2. If \( \dim(v) > 0 \), then
   a. \( C_\phi \) is never hypercyclic;
   b. \( C_\phi \) is supercyclic iff \( \Im(m(b)) > 0 \);
   c. \( C_\phi \) is always cyclic.

This result is, for at least two reasons, rather surprising. First of all, we get examples of supercyclic composition operators which are not hypercyclic. This seems to be the first such examples and indeed, it has been proved in [4] that in some cases (of course, not in this one!), compositional supercyclicity implies compositional hypercyclicity. Second, that \( C_\phi \) has better dynamical properties when \( \Im(m(b)) > 0 \) is not intuitive. The condition \( \Im(m(b)) = 0 \) means that \( z \mapsto \lambda z + b \) is an automorphism of the upper half-plane (that the restriction of \( \phi \) to some slice of \( \mathbb{B}_d \) is an automorphism). Generally, the dynamical properties of a composition operator are better when \( \phi \) is an automorphism in contradiction which what happens here. We shall prove Theorem 1.5 in Section 4. This will depend heavily on the work done before.

Finally, we end up the paper by applying the results on hyperbolic linear fractional composition operators to get results on general hyperbolic composition operators via the linear fractional model. As mentioned before, this technics was very efficient in the disk setting, especially for the dynamics of composition operators, see [6]. A linear fractional model for hyperbolic maps of the ball has been developed in [1] and in [8]. Due to new difficulties which arise in the several-variables setting, we will not obtain a result as general as that of [6]. However, the theorem that we will get is hopeful because it shows that the study of composition operators associated to linear fractional maps do have applications to general composition operators, even on \( \mathbb{B}_d \) with \( d \geq 2 \). Thus the idea of Cowen and MacCluer was justified.

**Notations.** In what follows, the notation \( f(x) \lesssim g(x) \) means that there exists some \( C > 0 \) such that, for any \( x \), \( f(x) \leq C g(x) \). \( \mathbb{P}_+ \) denotes the upper half-plane, \( \mathbb{P}_+ = \{ z \in \mathbb{C}; \Im(z) > 0 \} \).

2. Geometric study

2.1. Moving to the Siegel half-space. Let \( \phi \in \text{LFM}(\mathbb{B}_d) \) without fixed points in \( \mathbb{B}_d \) and whose Denjoy-Wolff point is \( e_1 \). The geometric properties of \( C_\phi \) will be easier to understand if we move to the Siegel upper half-space, defined as follows:

**Definition 2.1.** The Siegel upper half-space \( \mathbb{H}_d \) of \( \mathbb{C}^d \) is defined by

\[
\mathbb{H}_d = \left\{ (z, w) \in \mathbb{C} \times \mathbb{C}^{d-1}, \Im(z) > |w_1|^2 + \ldots + |w_{d-1}|^2 = \|w\|^2 \right\}.
\]

As in the complex plane, there exists a biholomorphism \( \sigma_c \) from \( \mathbb{B}_d \) onto \( \mathbb{H}_d \) called the Cayley transform and given by the following formula

\[
\sigma_c (z, w) = \begin{pmatrix} 1 + z & \text{i}w \\ \text{i} \bar{z} - w & 1 - z \end{pmatrix}, \quad (z, w) \in \mathbb{C} \times \mathbb{C}^{d-1}.
\]
Its reciprocal satisfies
\[ \sigma^{-1}_c(z, w) = \left( \frac{z - i}{z + i}, \frac{2w}{z + i} \right). \]
This map may be extended to \( \mathbb{H}_d \) and it is then onto \( \mathbb{H}_d \cup \partial \mathbb{H}_d \cup \{ \infty \} \), where \( \sigma_c(1) = \infty \).

Since the Cayley map is itself a linear fractional map, it is clear that \( LFM(\mathbb{H}_d) = \sigma^{-1}_c \circ LFM(\mathbb{H}_d) \circ \sigma_c \). Moreover, if \( \phi \in LFM(\mathbb{H}_d) \) admits \( e_1 \) as Denjoy-Wolff point, the Denjoy-Wolff point of \( \psi = \sigma^{-1}_c \circ \phi \circ \sigma_c \) is \( \infty \).

It will be technically easier to deal with linear fractional maps of \( \mathbb{H}_d \) fixing \( \infty \) because the fractional part disappears for these maps. Precisely, F. Bracci, M. D. Contreras, S. Diaz-Madrigal in [7] have computed which maps of \( LFM(\mathbb{H}_d) \) fix \( \infty \).

**Theorem 2.2.** Let \( \psi = \sigma^{-1}_c \circ \phi \circ \sigma_c \in LFM(\mathbb{H}_d) \) be non-elliptic with Denjoy-Wolff point \( \infty \) and let \( \lambda = 1/\alpha(\phi) \). Then there exist \( a, c \in \mathbb{C}^{d-1} \), \( b \in \mathbb{C} \) and \( M = M_\phi \in M_{d-1}(\mathbb{C}) \), such that
\[ \psi(z, w) = (\lambda z + 2i \langle w, a \rangle + b, M w + c). \]
Moreover, an application \( \psi \) satisfying (2) maps \( \mathbb{H}_d \) into itself if and only if
(a) \( Q = \lambda I - MM^* \) is a hermitian positive semi-definite matrix;
(b) \( 3m(b) - ||c||^2 \geq \langle Q^+ (M^*c - a), M^*c - a \rangle \), where \( Q^+ \) is the pseudo-inverse of \( Q \);
(c) \( M^*c - a \) belongs to the space spanned by the columns of \( Q \).

In the present paper, we intend to study more specifically the hyperbolic linear fractional maps. We begin by simplifying, up to conjugation by automorphisms, formula (2).

### 2.2. Normal form of a hyperbolic linear fractional map.
Let \( \phi \in LFM(\mathbb{H}_d) \) be of hyperbolic type (with Denjoy-Wolff point at \( e_1 \)) and let \( \psi = \sigma^{-1}_c \circ \phi \circ \sigma_c \in LFM(\mathbb{H}_d) \) be the conjugated map in the Siegel half-space. Let us remind that \( \lambda = 1/\alpha(\phi) > 1 \). Property (a) of Theorem 2.2 entails that \( ||M|| \leq \sqrt{\lambda} \), so that the spectrum of \( M \) is contained in the closed disk of radius \( \sqrt{\lambda} \). Moreover, the same property also yields that the characteristic subspaces of \( M \) associated to the eigenvalues of modulus \( \sqrt{\lambda} \) coincide with the corresponding eigenvectorspaces, and that their orthogonal subspace is invariant by \( M \). As a consequence, conjugating \( M \) by an unitary map \( U \), which means that we conjugate \( \psi \) by the automorphism of \( \mathbb{H}_d(z, w) \mapsto (z, Uw) \), we may assume that the matrix \( M \) which appears in (2) may be written
\[ M = \begin{pmatrix} D & 0 \\ 0 & A \end{pmatrix}, \]
where \( D \) is a diagonal matrix whose diagonal coefficients all have modulus equal to \( \sqrt{\lambda} \), and where the matrix \( A \) is such that \( \lambda I - AA^* \) is a hermitian positive definite matrix.

Keeping on this way, we now conjugate \( \psi \) by an automorphic Heisenberg translation \( \tau \) of the Siegel half-space,
\[ \tau(z, w) = (z + 2i \langle w, \gamma \rangle + \beta, w + \gamma) \]
with \( \Im(\beta) = ||\gamma||^2 \). We have (see [2])
\[ \tau^{-1}(z, w) = (z - 2i \langle w, \gamma \rangle - \beta + i ||\gamma||^2, w - \gamma). \]
After a small computation, one obtains
\[ \tau^{-1} \circ \psi \circ \tau(z, w) = (\lambda z + 2i \langle w, (\lambda - M^*) \gamma + a \rangle + b + 2i \langle M \gamma, \gamma \rangle + \lambda \beta, M(w + \gamma) + c). \]
Since \( ||M^*|| \leq \sqrt{\lambda} \) and \( \lambda > 1 \), \( \lambda - M^* \) is invertible and we choose \( \gamma \) such that \( (\lambda - M^*) \gamma = -a \). Next, adjusting the value of \( \Re(\beta) \), which is independent of \( ||\gamma||^2 \), we may be sure that \( b + 2i \langle M \gamma, \gamma \rangle + \lambda \beta \) is a pure imaginary.
Therefore, up to conjugation by automorphisms, we get the following reduced formula for \( \psi \in LFM(\mathbb{B}_d) \) hyperbolic:

\[
\psi(z, w) = (\lambda z + b, Du + c_1, Av + c_2),
\]

where \( b \) is a pure imaginary, \( w = (u, v) \) and \( c = (c_1, c_2) \) are respectively the decompositions of \( w \) and of \( c \) along the orthogonal subspaces of \( \mathbb{C}^{d-1} \) involved in the decomposition of \( M \) in (3). Besides, as \( \psi \) verifies condition (c), \( M^* c \) belongs to the space spanned by the columns of \( Q = \lambda I - M^* M = \begin{pmatrix} 0 & 0 \\ 0 & \lambda I - A^* A \end{pmatrix} \), so that we must have \( c_1 = 0 \) because \( D^* \) is one-to-one. Moreover, if \( \Im m(b) = 0 \), then \( c_2 \) is also equal to 0 by (b).

We now conjugate \( \psi \) by a non-isotropic dilation \( h_\mu \),

\[
h_\mu(z, w) = (\mu z, \sqrt{\mu} w), \quad \mu > 0.
\]

We get

\[
h_\mu \circ \psi \circ h_{1/\mu}(z, w) = (\lambda z + \mu b, Du, Av + \sqrt{\mu} c).
\]

In particular, when \( \Im m(b) > 0 \), we may choose \( \mu \) such that \( \Im m(\mu b) \) is very close to 0. For our applications, we will need \( \Im m(\mu b) \in (0, \lambda - 1) \).

Finally, any matrix is always unitarily conjugated to an upper-triangular matrix. This means that, up to automorphisms, we may assume that the matrix \( A \) is upper-triangular.

We summarize the work done until now in the following proposition:

**Proposition 2.3.** Let \( \phi \in LFM(\mathbb{B}_d) \) be hyperbolic and let \( \psi = \sigma_c^{-1} \circ \phi \circ \sigma_c \). Then \( \psi \) is conjugated to a map

\[
(z, w) \mapsto (\lambda z + b, Du, Av + c)
\]

where

1. \( D \) is diagonal with diagonal coefficients of modulus \( \sqrt{\lambda} \);
2. \( Q = \lambda I - A^* A \) is hermitian positive definite and \( A \) is upper-triangular;
3. \( b \) is a pure imaginary and \( \|c\|^2 + (Q^{-1}A^* c, A^* c) \leq \Im m(b) < \lambda - 1 \). In particular, if \( b \) is equal to zero, then \( c \) is equal to zero.

The map appearing in (4) will be called a normal form of \( \phi \).

A linear fractional map of \( \mathbb{B}_d \) does not admit an unique normal form. However, several parameters of it are invariant by conjugation by automorphisms fixing \( \infty \):

- \( \lambda_\phi := \lambda = 1/\alpha(\phi) \), which is the inverse of the boundary dilation coefficient of \( \phi \);
- the fact that \( \Im m(b) = 0 \) or not. This determines whether \( \psi_1 \) is, or is not, an automorphism of \( \{\Im m(z) > 0\} \). Coming back to \( \phi \), \( \Im m(b) = 0 \) if and only if \( \phi_D \) acts as an automorphism on some slice \( D \) of \( \mathbb{B}_d \). We set \( \varepsilon_\phi = 1 \) if \( \Im m(b) = 0 \), \( \varepsilon_\phi = 0 \) otherwise;
- the number of eigenvalues of \( M \) counted with their multiplicity, which have modulus \( \sqrt{\lambda} \). We shall denote by \( p_\phi \) this number of eigenvalues, namely the dimension of \( u \).

**Definition 2.4.** The triple \( (\lambda_\phi, \varepsilon_\phi, p_\phi) \) is called the *signature* of \( \phi \).

The signature classifies, up to conjugation by automorphisms, the linear fractional maps of \( \mathbb{B}_d \). Our intention is to convince the reader that, as soon as we know the signature of \( \phi \), we know many things on the behavior of \( \phi \) and on its associated composition operator. We begin by some geometrical considerations.

### 2.3. Characteristic domain of a hyperbolic type linear fractional map.

We recall that the *characteristic domain* of \( \phi \in LFM(\mathbb{B}_d) \) is the smallest domain containing the ball and invariant by \( \phi \). When \( \phi \) is univalent (when \( M_\phi \) is one-to-one), this is the smallest domain containing \( \mathbb{B}_d \) on which \( \phi \) acts as an automorphism.
Theorem 2.5. Let \( \phi \in LFM(\mathbb{B}_d) \) be hyperbolic and let \( \psi(z, w) = (\lambda z + b, D_{u}, A_{v} + c) \) be a normal form of \( \phi \). Then the characteristic domain of \( \phi \) is, up to conjugation by the Cayley transform and by automorphisms of \( \mathbb{H}_d \), equal to

\[
\Omega_0 := \left\{ (z, u, v) \in \mathbb{C}^d, \Im m(z) > \frac{\|u\|^2 - \frac{3m(b)}{\lambda - 1}}{\lambda - 1} \right\}.
\]

Proof. The characteristic domain of \( \psi \) is \( \Omega = \bigcup_{n \geq 0} \psi^{-n}(\mathbb{H}_d) \). It suffices to prove that \( \Omega \) is equal to \( \Omega_0 \). Let \( \psi_n \) denotes the \( n \)th iterated of \( \psi \). A straightforward computation gives

\[
\psi_n(z, w) = \left( \lambda^n z + \frac{\lambda^n - 1}{\lambda - 1} b, D^n u, A^n v + A^{n-1} c + \ldots + c \right)
\]

so that \( (z, w) \in \bigcup_{n \geq 0} \psi^{-n}(\mathbb{H}_d) \) iff there exists an integer \( n \) such that

\[
\Im m(z) + \frac{1}{\lambda^n} \left( \frac{\lambda^n - 1}{\lambda - 1} \right) \Im m(b) > \|u\|^2 + \frac{1}{\lambda^n} \left[ \|A^n v + A^{n-1} c + \ldots + c\|^2 \right]
\]

\[
\iff \Im m(z) > \|u\|^2 - \frac{\Im m(b)}{\lambda - 1} + \frac{\Im m(b)}{\lambda^n(\lambda - 1)} + \frac{1}{\lambda^n} \|A^n v + A^{n-1} c + \ldots + c\|^2.
\]

This shows immediately that \( \Omega \subset \Omega_0 \). The converse inclusion is also satisfied since

\[
\begin{cases} 
\frac{\Im m(b)}{\lambda^n(\lambda - 1)} \to 0 \\
\frac{1}{\lambda^n} \|A^n v + A^{n-1} c + \ldots + c\|^2 \to 0
\end{cases}
\]

(recall that \( \|A\| \leq \sqrt{\lambda} \)). \( \square \)

We notice that, if we want to know the shape of the characteristic domain, the important part of the signature of \( \phi \) is the value of \( p_\phi \).

2.4. Convergence to infinity. Let \( \psi \) be a self-map of \( \mathbb{H}_d \) with Denjoy-Wolff point at \( \infty \). For each \( (z, w) \in \mathbb{H}_d \), \( \psi_n(z, w) \) goes to \( \infty \). Two types of convergence (which are invariant by conjugation by an automorphism) are of particular interest:

Definition 2.6. Given \( (z_n, w_n) \) a sequence of points in \( \mathbb{H}_d \) convergent to infinity. We say that this convergence is

(a) special if \( \|w_n\|^2 / \Im m(z_n) \) tends to 0;
(b) restrictive if \( (z_n) \) converges non-tangentially to infinity, that is to say there exists \( C > 0 \) such that \( |\Re e(z_n)| \leq C \Im m(z_n) \) for any \( n \geq 0 \).

The classification of hyperbolic linear fractional maps gives the following result:

Theorem 2.7. Let \( \phi \in LFM(\mathbb{B}_d) \) be hyperbolic and let \( \psi = \sigma^{-1}_c \circ \phi \circ \sigma_c \) be its conjugated map in \( \mathbb{H}_d \). For any \( (z, w) \in \mathbb{H}_d \), \( \psi_n(z, w) \) converges to its Denjoy-Wolff point \( \infty \) in a restrictive way, and this convergence is special if and only if \( p_\phi = 0 \).

Proof. Since special and restrictive convergence are invariant by conjugation by an automorphism, we may assume that \( \psi \) is a normal form of \( \phi \). Put \( (z_n, w_n) := \psi_n(z, w) \in \mathbb{H}_d \). Since the Denjoy-Wolff point of \( \psi \) is \( \infty \), \( (z_n) \) must tend to infinity. Moreover

\[
\frac{|\Re e(z_n)|}{\Im m(z_n)} = \frac{\lambda^n |\Re e(z)|}{\lambda^n \Im m(z) + \frac{\lambda^n - 1}{\lambda - 1} \Im m(b)} \xrightarrow{n \to \infty} \frac{\Re e(z)}{\Im m(z) + \frac{\Im m(b)}{\lambda - 1}},
\]

proving the restrictive convergence.

Besides,

\[
\frac{\|w_n\|^2}{\Im m(z_n)} = \frac{\|D^n u\|^2 + \|A^n v + A^{n-1} c + \ldots + c\|^2}{\lambda^n \Im m(z) + \frac{\lambda^n - 1}{\lambda - 1} \Im m(b)} \xrightarrow{n \to \infty} \frac{|u|^2}{\Im m(z) + \frac{\Im m(b)}{\lambda - 1}},
\]

so that the convergence to infinity is special if and only if the subspace associated to the eigenvalues of modulus \( \sqrt{\lambda} \) in the normal form of \( \psi \) is reduced to 0. \( \square \)
3. Spectrum of hyperbolic composition operators

Let \( \phi \in LF M(\mathbb{B}_d) \) be hyperbolic. We suppose that \( \phi \) is not an automorphism of \( \mathbb{B}_d \) and we intend to compute the spectrum of \( C_\phi \). We first recall the following result of M. Jury, which gives the spectral radius:

**Theorem 3.1.** [17, Corollary 13] If \( \phi \) is a hyperbolic linear fractional map of the ball \( \mathbb{B}_d \) with dilation coefficient \( \alpha \), then the spectral radius of \( C_\phi \) acting on \( H^2(\mathbb{B}_d) \) is \( \alpha^{-d/2} \).

As one can guess, our main tool to prove Theorem 1.3 will be the normal form of \( \phi \). Precisely, if \( \psi \) denotes a normal form of \( \phi \), we will compute the spectrum of \( C_\psi \). To do that, we have to define the space where \( C_\psi \) acts. The image of \( H^2(\mathbb{B}_d) \) by the Cayley transform is denoted by \( \mathcal{H}^2(\mathbb{H}_d) \):

\[
\mathcal{H}^2(\mathbb{H}_d) = \{ F : \mathbb{H}_d \to \mathbb{C} \text{ holomorphic; } F \circ \sigma_c \in H^2(\mathbb{B}_d) \}.
\]

\( \mathcal{H}^2(\mathbb{H}_d) \) is endowed with the norm inherited from \( H^2(\mathbb{B}_d) \), so that \( C_{\sigma_c} \) is an unitary map from \( \mathcal{H}^2(\mathbb{H}_d) \) onto \( H^2(\mathbb{B}_d) \). As one easily sees by computing the jacobian of \( \sigma_c \), the norm on \( \mathcal{H}_2(\mathbb{H}_d) \) satisfies

\[
\|F\|^2_{\mathcal{H}^2} = \kappa^2 \int_{\partial\mathbb{H}_d} \frac{|F(z,w)|^2}{|z+i|^{2d}} d\sigma_{\partial\mathbb{H}_d},
\]

where \( \kappa \) is a constant we will not try to compute and \( d\sigma_{\partial\mathbb{H}_d} \) is the Lebesgue measure on \( \partial\mathbb{H}_d \).

Of course, \( C_\phi \) acting on \( H^2(\mathbb{B}_d) \) and \( C_\psi \) acting on \( \mathcal{H}^2(\mathbb{H}_d) \) are unitarily similar, so that they share the same properties. We are now ready for the proof.

3.1. Spectrum when \( \phi \) does not act as an automorphism on a slice. In this subsection, we compute the spectrum of \( C_\phi \) when \( \varepsilon_\phi = 0 \), namely when a normal form of \( \phi \) is \( \psi(z,w) = (\lambda z + b, Du, Av + c) \) with \( \Im(b) > 0 \).

**Theorem 3.2.** With the notations above, \( \sigma(C_\phi) = \overline{D}(0, \lambda^{d/2}) \).

**Proof.** We already know by Theorem 3.1 that \( \sigma(C_\phi) \) is contained in the closed disk \( \overline{D}(0, \lambda^{d/2}) \). We need only to show that any element of \( D(0, \lambda^{d/2}) \setminus \{0\} \) is an eigenvalue of \( C_\phi \). Now, given \( s \in \mathbb{C} \), let us define

\[
F_s(z) = \left( z + \frac{b}{\lambda - 1} \right)^s.
\]

It is clear that \( F_s \circ \psi = \lambda^s F_s \), and so we are interested in the values of \( s \) such that \( F_s \) belong to \( \mathcal{H}^2(\mathbb{H}_d) \). Now, setting \( it = b/(\lambda - 1) \) with \( t > 0 \), one gets

\[
\|F_s\|^2 = \int_{\partial\mathbb{H}_d} \frac{|(z + it)^s|^2}{|z+i|^{2d}} d\sigma_{\partial\mathbb{H}_d} \leq \int_{\partial\mathbb{H}_d} \frac{1}{|z+i|^{2(d-\Re(s))}} d\sigma_{\partial\mathbb{H}_d}
\]

and this last integral if finite iff \( \Re(s) < d/2 \). Hence, any \( \lambda^s \) with \( \Re(s) < d/2 \) is an eigenvalue, achieving the proof of the theorem.

3.2. Spectrum when \( \phi \) acts as an automorphism on a slice - Introduction. We are now in the situation where a normal form of \( \phi \) is given by \( \psi(z,w) = (\lambda z, Du, Av) \). The previous proof does not work as well, because the functions \( F_s(z) = z^s \) which satisfy \( F_s \circ \psi = \lambda^s F_s \) belongs to \( \mathcal{H}^2(\mathbb{H}_d) \) if and only if \(-d/2 < \Re(s) < d/2 \), showing only that the corona \{ \lambda^{-d/2} < \Re(s) < \lambda^{d/2} \} is contained in \( \sigma_p(C_\phi) \). This is sufficient to determine the spectrum of \( C_\phi \) when \( \phi \) is an automorphism of \( \mathbb{B}_d \). Otherwise, this just give the first corona which appears in Theorem 1.3. To get the remaining part of the spectrum, we have to introduce a nice decomoposition of \( \mathcal{H}^2(\mathbb{H}_d) \).
For $\alpha \in \mathbb{N}^s$ (here $s = d - 1 - p_\phi$), we denote by $\mathcal{H}_\alpha$ the set of all functions $F$ of $\mathcal{H}^2(\mathbb{H}_d)$ which can be written $F(z, u, v) = F_\alpha (z, u) v^\alpha$, where $v^\alpha$ stands for $\prod_{i=1}^s v_i^{\alpha_i}$. It is clear that $\mathcal{H}^2(\mathbb{H}_d) = \bigoplus_{\alpha \in \mathbb{N}^s} \mathcal{H}_\alpha$. Moreover, let us order $\mathbb{N}^s$ as follows:

$\alpha \prec \beta$ iff

\[
\begin{cases}
|\alpha| < |\beta|
\\
|\alpha| = |\beta| \text{ and there exists } j \text{ such that } \alpha_1 = \beta_1, \ldots, \alpha_{j-1} = \beta_{j-1} \text{ and } \alpha_j < \beta_j.
\end{cases}
\]

If we define

\[
\mathcal{K}_N := \bigoplus_{\alpha \in \mathbb{N}^s, |\alpha| \geq N} \mathcal{H}_\alpha,
\]

then $C_\phi$ is upper triangular under the decomposition

\[
\mathcal{H}^2(\mathbb{H}_d) = \bigoplus_{\alpha \in \mathbb{N}^s, |\alpha| < N} \mathcal{H}_\alpha \oplus \mathcal{K}_N
\]

with respect to the order $\prec$ on $\mathbb{N}^s$ (remind that $A$ has been supposed to be upper triangular) and is diagonal if $A$ itself is diagonal. Let finally $T_\alpha$ be the diagonal block of $C_\phi$ corresponding to the subspace $\mathcal{H}_\alpha$. $T_\alpha$ is also the diagonal block corresponding to $\mathcal{H}_\alpha$ of the simpler composition operator associated to the application $\tilde{\psi}$ defined by

\[
\tilde{\psi}(z, u, v) = (\lambda z, Du, \tilde{A}v)
\]

where $\tilde{A}$ is the diagonal matrix composed of the eigenvalues of $A$. That $\tilde{\psi}$ is a selfmap of $\mathbb{H}_d$ follows from the easily verified fact $\|\tilde{A}\| \leq \|A\|$.

With this in mind, a general result concerning the spectrum of triangular or diagonal operators on a finite sum of subspaces of a given vector space (see for instance [2, Lemma 5.3]) directly yields the following lemma:

**Lemma 3.3.** With the previous notations, we have:

\[
\sigma(C_\psi) \subseteq \bigcup_{\alpha \in \mathbb{N}^s, |\alpha| < N} \sigma(T_\alpha) \cup \overline{D\left(0, \|C_\psi|\mathcal{K}_N\|\right)}.
\]

In view of Lemma 3.3, our strategy is now rather clear:

**Step 1:** Show that $\|C_\psi|\mathcal{K}_N\|$ goes to zero as $N$ goes to $\infty$. By the above lemma, this will yield

\[
\sigma(C_\psi) \subset \bigcup_{\alpha \in \mathbb{N}^s} \sigma(T_\alpha) \cup \{0\}.
\]

**Step 2:** Using the operator $C_\psi$, which is diagonal with diagonal blocks $T_\alpha$, we will prove that

\[
\sigma(T_\alpha) \subset \left\{ z \in \mathbb{C}, \lambda^{-d/2} \prod_{i=1}^s \left( \frac{\mu_i}{\sqrt{\lambda}} \right)^{\alpha_i} \leq |z| \leq \lambda^{d/2} \prod_{i=1}^s \left( \frac{\mu_i}{\sqrt{\lambda}} \right)^{\alpha_i} \right\},
\]

where $\mu_1, \ldots, \mu_s$ are the eigenvalues of $A$, written with multiplicity.

**Step 3:** For each $\alpha \in \mathbb{N}^s$ and each $z \in \mathbb{C}$ belonging to

\[
\left\{ z \in \mathbb{C}, \lambda^{-d/2} \prod_{i=1}^s \left( \frac{\mu_i}{\sqrt{\lambda}} \right)^{\alpha_i} < |z| < \lambda^{d/2} \prod_{i=1}^s \left( \frac{\mu_i}{\sqrt{\lambda}} \right)^{\alpha_i} \right\},
\]

we shall exhibit an eigenvector of $C_\psi$ corresponding to the eigenvalue $z$. Provided that we are able to do that, we obtain the following precised version of Theorem 1.3:
**Theorem 3.4.** Let $\phi \in LFM(\mathbb{B}_d)$ be such that $\varepsilon_\phi = 1$ and let $\psi(z, w) = (\lambda z, Du, Av)$ be a normal form of $\phi$. Let also $\mu_1, \ldots, \mu_s$ be the eigenvalues of $A$. Then

$$
\sigma(C_\phi) = \bigcup_{\alpha \in \mathbb{N}^s} \left\{ z \in \mathbb{C}, \lambda^{-d/2} \prod_{i=1}^s \left( \frac{|\mu_i|}{\sqrt{\lambda}} \right)^{\alpha_i} \leq |z| \leq \lambda^{d/2} \prod_{i=1}^s \left( \frac{|\mu_i|}{\sqrt{\lambda}} \right)^{\alpha_i} \right\} \cup \{0\}.
$$

Let us proceed with the details of the proof.

### 3.3. Spectrum when $\phi$ acts as an automorphism on a slice - Step 1.

The aim of this step is the following lemma.

**Lemma 3.5.** Under the above conditions and notations,

$$
\|C_\psi|_{K_N}\| \xrightarrow{N \to \infty} 0.
$$

**Proof.** Let $A = U \Sigma V$ be a singular value decomposition of $A$; $U$ and $V$ are two unitary maps and $\Sigma$ is the diagonal matrix whose diagonal terms are the square roots of the eigenvalues of $AA^*$:

$$
\Sigma = \begin{bmatrix}
|\mu_1| & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & |\mu_s|
\end{bmatrix}
$$

with in particular $|\mu_i| \in [0, \sqrt{\lambda})$.

Then we factorize $C_\psi$ as $C_\psi = C_{\tau_1} \circ C_{\psi_2} \circ C_{\tau_2} = C_{\tau_2 \circ \psi_2 \circ \tau_1}$ where

$$
\begin{align*}
\tau_1 : (z, w) &\mapsto (z, u, Vv) \\
\psi_2 : (z, w) &\mapsto (\lambda z, Du, \Sigma v) \\
\tau_2 : (z, w) &\mapsto (z, u, Uv)
\end{align*}
$$

As $\tau_1$ and $\tau_2$ are automorphic self-maps of $\mathbb{H}_d$ which preserve both $K_N$ and $K_N^+$, $\|C_\psi|_{K_N}\| \xrightarrow{N \to \infty} 0$ will stand as soon as

$$
\|C_{\psi_2}|_{K_N}\| \xrightarrow{N \to \infty} 0.
$$

We introduce $\psi_0 = (\lambda z, Du, \sqrt{\lambda} v)$; $\psi_0$ is an automorphism of $\mathbb{H}_d$, hence $C_{\psi_0}$ is invertible on $\mathcal{H}_\alpha$ ($\mathbb{H}_d$). For $F \in \mathcal{H}_\alpha$, $F(z, u, v) = F_\alpha(z, u) v^\alpha$, we have both

$$
\begin{align*}
C_{\psi_0}(F) &= F_\alpha(\lambda z, Du) \sqrt{\lambda} v^\alpha \\
C_{\psi_2}(F) &= F_\alpha(\lambda z, Du) \left( \prod_{i=1}^{s} |\mu_i|^{\alpha_i} \right) v^\alpha.
\end{align*}
$$

This yields

$$
C_{\psi_2}|_{K_N} = \mathcal{A} \circ C_{\psi_0}
$$

where $\mathcal{A}$ is the diagonal operator on $K_N = \oplus_{|\alpha| \geq N}^+ \mathcal{H}_\alpha$ whose diagonal block corresponding to $\mathcal{H}_\alpha$ is $\prod_{i=1}^{s} \left( \frac{|\mu_i|}{\sqrt{\lambda}} \right)^{\alpha_i} I$. Therefore

$$
\|C_{\psi_2}|_{K_N}\| \leq \|\mathcal{A}\| \cdot \|C_{\psi_0}\|.
$$

Moreover,

$$
\|\mathcal{A}\| = \max_{\alpha \in \mathbb{N}^s} \prod_{|\alpha| \geq N} \left( \frac{|\mu_i|}{\sqrt{\lambda}} \right)^{\alpha_i} \leq \left( \frac{\max_{1 \leq i \leq s} |\mu_i|}{\sqrt{\lambda}} \right)^N.
$$

Consequently,

$$
\|C_{\psi_2}|_{K_N}\| \leq \left( \frac{\max_{1 \leq i \leq s} |\mu_i|}{\sqrt{\lambda}} \right)^N \xrightarrow{N \to \infty} 0
$$

since $|\mu_i| < \sqrt{\lambda}$ for all $i$. \qed
3.4. **Spectrum when φ acts as an automorphism on a slice - Step 2.** The next proposition provides an upper bound for the spectrum of $T_α$:

**Proposition 3.6.** With the above conditions and notations,

$$\sigma (T_α) \subset \left\{ z \in \mathbb{C}, \lambda^{-d/2} \prod_{i=1}^{s} \left( \left| \mu_i \right| \right)^{\alpha_i} \leq |z| \leq \lambda^{d/2} \prod_{i=1}^{s} \left( \frac{\left| \mu_i \right|}{\sqrt{\lambda}} \right)^{\alpha_i} \right\}.$$ 

**Proof.** Let $P_α$ denote the orthogonal projection on $H_α$. As $T_α = C_ψ \circ P_α$, one has to prove that

$$\sigma \left( C_ψ|_{H_α} \right) \subset \left\{ z \in \mathbb{C}, \lambda^{-d/2} \prod_{i=1}^{s} \left( \left| \mu_i \right| \right)^{\alpha_i} \leq |z| \leq \lambda^{d/2} \prod_{i=1}^{s} \left( \frac{\left| \mu_i \right|}{\sqrt{\lambda}} \right)^{\alpha_i} \right\},$$

where we recall that $\tilde{\psi} (z, u, v) = \left( \lambda z, Du, \tilde{A} v \right)$ with

$$\tilde{A} = \begin{bmatrix} \mu_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \mu_s \end{bmatrix}.$$ 

As before, we introduce the automorphism of $H^2(\mathbb{H}_d)$ defined by $\psi_0 = \left( \lambda z, Du, \sqrt{\lambda} v \right)$. It is already well-known (see [18]) that

$$\sigma (C_\psi) = \left\{ z \in \mathbb{C}, \lambda^{-d/2} \leq |z| \leq \lambda^{d/2} \right\}.$$ 

Therefore, as $H_α$ and $H_α^\perp$ are stable under $C_\psi$,

$$\sigma \left( C_\psi|_{H_α} \right) \subset \sigma (C_\psi) = \left\{ z \in \mathbb{C}, \lambda^{-d/2} \leq |z| \leq \lambda^{d/2} \right\}.$$ 

Moreover, for $F \in H_α$, $F (z, u, v) = F_α (z, u) v^α$, we have both

$$C_\psi (F) = F_α (\lambda z, Du) \sqrt{\lambda^{|α|}} v^α,$$

$$C_\psi (F) = F_α (\lambda z, Du) \left( \prod_{i=1}^{s} \mu_i^{\alpha_i} \right) v^α,$$

so that $C_\psi|_{H_α} = \frac{\prod_{i=1}^{s} \mu_i^{\alpha_i}}{\sqrt{\lambda^{|α|}}} C_\psi|_{H_α}$. This yields

$$\sigma \left( C_\psi|_{H_α} \right) = \frac{\prod_{i=1}^{s} \mu_i^{\alpha_i}}{\sqrt{\lambda^{|α|}}} \sigma (C_\psi|_{H_α})$$

$$\subset \left\{ z \in \mathbb{C}, \lambda^{-d/2} \prod_{i=1}^{s} \left( \left| \mu_i \right| \right)^{\alpha_i} \leq |z| \leq \lambda^{d/2} \prod_{i=1}^{s} \left( \frac{\left| \mu_i \right|}{\sqrt{\lambda}} \right)^{\alpha_i} \right\}.$$ 

□

In fact, the inclusion appearing in the above proposition is an equality, as this will be clear in the next subsection.

3.5. **Spectrum when φ acts as an automorphism on a slice - Step 3.** To end up the proof of Theorem 3.4, we just need the following proposition:

**Proposition 3.7.** With the above conditions and notations,

$$\sigma_p \left( C_ψ|_{H_α} \right) \subset \left\{ z \in \mathbb{C}, \lambda^{-d/2} \prod_{i=1}^{s} \left( \left| \mu_i \right| \right)^{\alpha_i} < |z| < \lambda^{d/2} \prod_{i=1}^{s} \left( \frac{\left| \mu_i \right|}{\sqrt{\lambda}} \right)^{\alpha_i} \right\}$$

for every $α \in \mathbb{N}^s$. 

In particular, we have
\[ \sigma_p(C_\psi) \supset \bigcup_{\alpha \in \mathbb{N}^s} \left\{ z \in \mathbb{C}, \lambda^{-d/2} \prod_{i=1}^s \left( \frac{|\mu_i|}{\sqrt{\lambda}} \right)^{\alpha_i} < |z| < \lambda^{d/2} \prod_{i=1}^s \left( \frac{|\mu_i|}{\sqrt{\lambda}} \right)^{\alpha_i} \right\}. \]

Proof. For \( t + il \in \mathbb{C} \), let \( F : (z, u, v) \mapsto z^{t+il} \tilde{v}(u)^\alpha \) with \( \tilde{v} = (v(1), \ldots, v(s)) \) where, for \( 1 \leq i \leq s, v(i) \in (\mathbb{C}^d)^s \) is the eigenvector of \( A^T \) associated to the eigenvalue \( \mu_i \) and \( \tilde{v}^\alpha \) stands for \( \sum_{i=1}^s v(i)^{\alpha_i} \). We get
\[ C_\psi(F) = \lambda^{t+il} \left( \prod_{i=1}^s \mu_i^{\alpha_i} \right) F. \]

Now, let us see for which values of \( t + il \) the function \( F \) is in \( \mathcal{H}^2(\mathbb{H}_d) \). Writing \( v(i)(v) = a_{i,1}v_1 + \cdots + a_{i,s}v_s \) and expanding the product, it suffices to know for which values of \( t + il \) and \( \alpha \) the function \( z^{t+il} v^\alpha \) belongs to \( \mathcal{H}^2(\mathbb{H}_d) \). Let us admit for a while that this is true if and only if \( \frac{d}{2} - \frac{|\alpha|}{2} < t < \frac{d}{2} - \frac{|\alpha|}{2} \). When \( t \) moves in this interval and \( l \) moves in \( \mathbb{R} \), \( \lambda^{t+il} \) describes the corona
\[ \left\{ \frac{\lambda^{-d/2}}{\lambda^{\alpha/2}} < |z| < \frac{\lambda^{d/2}}{\lambda^{\alpha/2}} \right\} \]
which gives the proposition. So, let us study \( \|z^{t+il} v^\alpha\|_{\mathcal{H}^2(\mathbb{H}_d)} \):
\[ \left\| z^{t+il} v^\alpha \right\|_{\mathcal{H}^2(\mathbb{H}_d)} = \int_{\partial \mathbb{H}_d} \frac{|z|^{2|\alpha|}}{d^{|\alpha|}} d\sigma_{\partial \mathbb{H}_d} \]
\[ = \int_{\mathbb{R}} \int_{\mathbb{C}^d-1} \left( x^2 + (1 + \|u, v\|)^2 \right)^{\alpha} dudvdx, \]
where we put \( z = x + i \|u, v\|^2 \) in the last integral. We use polar coordinates in the integral depending on \( (u, v) \) in \( \mathbb{C}^d-1 \) and we put
\[ (u, v) = r(\xi_{2,1} + i \xi_{2,2}, \ldots, \xi_{d-s+1,1} + i \xi_{d-s+1,2}, \xi_{d-s+1,1} + i \xi_{d-s+1,2}, \ldots, \xi_{d,1} + i \xi_{d,2}) \]
with \( r \in \mathbb{R}_+ \) and \( \xi = (\xi_{2,1}, \xi_{2,2}, \ldots, \xi_{d-s+1,1}, \xi_{d-s+1,2}, \xi_{d-s+1,2}, \ldots, \xi_{d,1}, \xi_{d,2}) \in S_{2(d-1)-1} \).

Next, we can write
\[ \prod_{i=1}^s |v_i^{\alpha_i}|^2 = r^{2|\alpha|} \prod_{i=1}^s |\xi_{d-s+i,1} + i \xi_{d-s+i,2}|^{2\alpha_i}, \]
and then
\[ \|F\|_{\mathcal{H}^2(\mathbb{H}_d)} = \int_{\mathbb{R}} \int_0^{+\infty} \int_{S_{2(d-1)-1}} \frac{(x^2 + r^2)^{\alpha} r^{2|\alpha| + 2(d-1)-1} C_{\alpha}(\xi)}{x^2 + (1 + r^2)^{2}} d\sigma_{S_{2(d-1)-1}}(\xi) drdx = \int_{\mathbb{R}} \int_0^{+\infty} \frac{(x^2 + r^2)^{\alpha} r^{2|\alpha| + 2(d-1)-1}}{x^2 + (1 + r^2)^{2}} \int_{S_{2(d-1)-1}} C_{\alpha}(\xi) d\sigma_{S_{2(d-1)-1}}(\xi) drdx. \]
As \( S_{2(d-1)-1} \) is bounded and as \( \prod_{i=1}^s |\xi_{d-s+i,1} + i \xi_{d-s+i,2}|^{2\alpha_i} \) is also bounded and bounded away from 0 on \( S_{2(d-1)-1} \), and using the change of variables \( r \mapsto r^2 \), we deduce that \( F \) is in
$H^2 (\mathbb{H}_d)$ if and only if
\[ I_{t,\alpha,d} := \int_0^\infty \int_0^\infty \frac{(x^2 + r^2)^t}{(x^2 + (1 + r)^2)} dr dx < +\infty. \]

We shall use the following lemma:

**Lemma 3.8.** Let $e, f, g \in \mathbb{R}$. The integral
\[ \int_0^1 \int_0^1 x^e y^f (x^2 + y^2)^g dy dx \]
is finite if and only if $e + f + 2g > -2$.

**Proof.** This is a straightforward computation:
\[ \int_0^1 \int_0^1 x^e y^f (x^2 + y^2)^g dy dx < \infty \]
\[ \updownarrow \text{by the change of variable } y \mapsto y^{f+1} \]
\[ \int_0^1 x^e \int_0^1 (x^2 + y^{f+1})^g dy dx < \infty \]
\[ \updownarrow \]
\[ \int_0^1 x^{e+2g} \int_0^1 \left( 1 + \left( \frac{y}{x^{f+1}} \right)^{\frac{2}{f+1}} \right)^g dy dx < \infty \]
\[ \updownarrow \text{change of variable } y \mapsto \frac{y}{x^{f+1}} \]
which is equivalent to $e + f + 2g + 1 > -1$ as we wished. \hfill \square

We come back to the study of the integrability of $I_{t,\alpha,d}$. On the compact set $[0,1] \times [0,1]$, since $(x^2 + (1 + r)^2)$ is greater than 1, we just have to study the integrability of $(r, x) \mapsto r^{d+|\alpha|-2} (x^2 + r^2)^t$. This follows directly from the lemma, and the integrability on $[0,1] \times [0,1]$ is equivalent to the condition $t > -\frac{d}{2} - \frac{|\alpha|}{2}$.

On $[1, +\infty] \times [1, +\infty]$, we are reduced to study the integrability of
\[ (r, x) \mapsto r^{d+|\alpha|-2} (x^2 + r^2)^{t-d}. \]
Using the changes of variables $x \mapsto \frac{1}{x}$ and $r \mapsto \frac{1}{r}$, we come back to the situation of Lemma 3.8 for the function
\[ (x, r) \mapsto r^{d-|\alpha|-2t} x^{-2t+2d-2} (x^2 + r^2)^{t-d}. \]
After a small computation, we find that $I_{t,\alpha,d}$ is finite if and only if $t < \frac{d}{2} - \frac{|\alpha|}{2}$, which was the missing inequality. \hfill \square

**3.6. Examples.** Let $\psi_1(z, w) = (4z, w)$ and $\psi_2(z, w) = (4z, w/10)$, acting on $\mathbb{H}_2$. We know that
\[ \sigma(C_{\psi_1}) = \bigcup_{n \geq 0} \left\{ \frac{1}{4} \left( \frac{1}{2} \right)^n \leq |z| \leq 4 \left( \frac{1}{2} \right)^n \right\} \cup \{0\} := \bigcup_{n \geq 0} C_n \cup \{0\}. \]
Now, the coronae $C_n$ and $C_{n+1}$ do intersect, and apparently the spectrum of $C_{\psi_1}$ does not look like an union of coronas: it is the disk $\overline{D}(0, 4)$. This phenomenon does not occur for $C_{\psi_2}$, because in that case the coronae are disjoint.
Thus, even when φ acts as an automorphism on a slice, its spectrum can be a disk. However, it is better to think that it is an union of coronae which intersect rather than to think that it is a disk. This point of view will be crucial for the study of the dynamics of the associated composition operator.

4. Dynamics of hyperbolic linear fractional composition operators

4.1. Introduction. The study of their dynamics is an important aspect of the theory of composition operators (see for instance the books [6], [15]). Regarding linear fractional maps of the ball, several partial results have been obtained (in [9] for the automorphism case, in [16] for a special case of hyperbolic maps) and a complete study of the parabolic case has been done in [2]. We shall completely solve here the study of the hyperbolic case, closing the subject at least for composition operators on the Hardy space $H^2(B_d)$. The result that we will prove is more precise than the announced Theorem 1.5. To state it, we need a definition:

**Definition 4.1.** Let $X$ be a separable complex Banach space and let $T \in \mathcal{L}(X)$. $T$ is called **chaotic** if $T$ is hypercyclic and has a dense set of periodic points.

In other words, $T$ is chaotic if and only if it is hypercyclic and

$$\text{span} \left( \ker (T - z), \ z \in e^{2\pi i}Q \right)$$

is dense in $X$.

Let us now give the complete statement that we shall prove. Observe that the dynamical properties of $C_\phi$ are uniquely determined by the signature of $\phi$.

**Theorem 4.2.** Let $\phi \in \text{LFM}(B_d)$ be hyperbolic and univalent.

1. If $p_\phi = d - 1$, then
   (a) $\mu C_\phi$ is chaotic when $\epsilon_\phi = 1$ and $\mu$ belongs to the corona $\{\lambda^{-d/2} < |\mu| < \lambda^{d/2}\}$;
   (b) $\mu C_\phi$ is chaotic when $\epsilon_\phi = 0$ and $\mu$ belongs to $\mathbb{C}\setminus \overline{D}(0, \lambda^{-d/2})$.

2. If $p_\phi < d - 1$, then
   (a) $C_\phi$ is never hypercyclic;
   (b) $C_\phi$ is supercyclic iff $\epsilon_\phi = 0$;
   (c) $C_\phi$ is always cyclic.

We will first prove part (1) of the above theorem. Following a method of M. Taniguchi [22], we will not prove directly that $\text{span} \left( \ker (T - z), \ z \in e^{2\pi i}Q \right)$ is dense. We will rather apply an indirect method based on the following chaoticity criterion (see [3, Theorem 6.10]).

**Theorem 4.3 (Chaoticity Criterion).** Let $X$ be a separable complex Banach space and let $T \in \mathcal{L}(X)$. Assume that there exist a dense set $D \subset X$ and a sequence of maps $S_n : D \to D$ such that

1. $\sum T^n(x)$ and $\sum S_n(x)$ are unconditionally convergent, for each $x \in D$;
2. $T^nS_n = I$ on $D$ for each $n$.

Then $T$ is chaotic.

The most difficult part of Theorem 4.2 is the proof of (2)(b). The basic tool will be the outer supercyclicity criterion given by N. Feldman, V. Miller and T. Miller in [14]:

**Theorem 4.4 (Outer supercyclicity criterion).** Let $X$ be a Banach space and let $T \in \mathcal{L}(X)$. Suppose that there exists a dense linear subspace $Y$ and that, for every $y \in Y$, there exists a dense linear subspace $X_y$ such that:

1. there exist functions $S_n : Y \to X$ such that $T^nS_ny = y$ for all $y \in Y$, and

---

1A result for hyperbolic linear fractional maps was announced in [5]. Unfortunately, there is a mistake in the proof and the result which is announced is not correct.
(2) for any \( y \in Y \) and any \( x \in X_y \), then \( \|T^nx\| \cdot \|S_ny\| \to 0 \) as \( n \to \infty \);

Then \( T \) is supercyclic.

The main difficulty consists in exhibiting the subspaces \( Y \) and \( X_y \). At this point, in a surprising fashion, the result of part (1) will come into play. Indeed, with our method, we obtain \emph{a posteriori} that, under the assumptions of part (1)(b) of Theorem 4.2, the subspace span \((\ker (\mu C_\phi - \lambda), \lambda \in \mathbb{C})\) is dense. Now, it turns out that these vectors also have a good behavior under the action of \( C_\phi \), even when \( \phi \) satisfies the assumptions of part (2)(b). This will allow the construction of \( Y \) and \( X_y \).

Finally, the result concerning cyclicity will be a consequence of the following Theorem (see [2, Corollary 6.3]):

**Theorem 4.5.** Let \( T \in \mathcal{L}(X) \) be such that, for any \( \mu \in \mathbb{C}, \cup_{P \in \mathcal{P}_\mu} \ker P(T) \) is dense where \( \mathcal{P}_\mu = \{ P \in \mathbb{C}[z], P(\mu) \neq 0 \} \). Then \( T \) is cyclic.

### 4.2. Proof of chaoticity

In this section, we will prove part (1) of Theorem 4.2 and we will give some interesting consequences of it. We begin with a technical lemma.

**Lemma 4.6.** Let \( a \in \mathbb{R}_+ \). The following estimates hold true.

\[
I := \int_{\{z : |z| \geq a \}} \frac{d\sigma}{|z + i|^2} \leq \frac{1}{a^d} \quad \text{and} \quad \int_{\{z : |z| \leq a \}} \frac{d\sigma}{|z + i|^2} \leq a^d
\]

**Proof.** The proof consists in a straightforward computation. Successively passing to polar coordinates in \( I \), making the change of variable \( r = \sqrt{\lambda} \), then putting \( u = y^{d-1} \) and \( v = \frac{u}{x^{d-1}} \), we get

\[
I \leq \int_{0}^{+\infty} \int_{\max(0, (a-x)^{1/2})}^{+\infty} \frac{y^{2d-3}}{(x^2 + r^4)^d} dr dx
\]

\[
\leq \int_{0}^{+\infty} \int_{\max(0, (a-x)^{1/2})}^{+\infty} \frac{y^{d-2}}{(x^2 + y^2)^d} dy dx
\]

\[
\leq \int_{0}^{+\infty} \int_{\max(0, (a-x)^{d-1})}^{+\infty} \frac{du}{x^{2d} \left( 1 + \left( \frac{u}{x^{d-1}} \right)^{2/(d-1)} \right)^d}
\]

\[
\leq \int_{0}^{+\infty} \int_{\max(0, (a-x)^{d-1})}^{+\infty} \frac{dv}{x^{d+1} \left( 1 + v^{2/(d-1)} \right)^d}
\]

Now we cut the last integral into two parts. First on the part \( x \geq a/2 \), we write

\[
\int_{a/2}^{+\infty} \int_{0}^{+\infty} \frac{dv}{x^{d+1} \left( 1 + v^{2/(d-1)} \right)^d} dx = \int_{a/2}^{+\infty} \frac{dx}{x^{d+1}} \int_{0}^{+\infty} \frac{dv}{(1 + v^{2/(d-1)})^d} \leq \frac{1}{a^d}.
\]

Next, on the part \( 0 \leq x \leq a/2 \), using

\[
\int_{c}^{+\infty} \frac{1}{(1 + x^{\alpha})^3} dx \leq \min \left( 1, \frac{1}{c^{\alpha^3-1}} \right),
\]

we get

\[
\int_{0}^{a/2} \int_{\max(0, (a-x)^{d-1})}^{+\infty} \frac{dv}{x^{d+1} \left( 1 + v^{2/(d-1)} \right)^d} dx \leq \int_{0}^{a/2} \frac{dx}{x^{d+1}(a-x)^{(d-1)/2}} \int_{0}^{a/2} \frac{dx}{x^{d+1}(a-x)(d-1)(a-x)}
\]

\[
\leq \frac{1}{a^d}.
\]
The proof of the second estimate is easier and just follows from a volume argument.

Let us start now with a normal form of $\phi$ which may be written

$$\psi(z, w) = (\lambda z + b, Dw)$$

with $\lambda^{-1/2}D$ unitary, $\Im(b) \geq 0$. We need to study the chaoticity of $\mu C_{\psi}$ acting on $\mathcal{H}^2(\mathbb{H}_d)$. The main idea of the proof is that $\psi$ induces an automorphism of its characteristic domain, with an attractive fixed point, equal to $\infty$, for $\psi$ and an attractive fixed point, denoted by $z_0$, for $\psi^{-1}$. Choosing for $\mathcal{D}$ functions vanishing both in $\infty$ and in $z_0$, we will be able to apply Theorem 4.3.

Let us proceed with the details. Let $\alpha = 1$ and $\beta = (z_0 - i)/(z_0 + i)$ with $z_0 = -b/(\lambda - 1)$. Notice that $\beta \notin \mathbb{D}$ since $\Im(b) \geq 0$. For $k \geq 0$, we define the subspace $\mathcal{D}_{0,k}$ of $\mathcal{H}^2(\mathbb{H}_d)$ as follows

$$\mathcal{D}_{0,k} := \left\{ (z - \alpha)^k (z - \beta)^k Q(z, w) \mid Q \text{ polynomial in } (z, w) \in \mathbb{C} \times \mathbb{C}^{d-1} \right\}.$$ 

Since $\alpha, \beta \notin \mathbb{D}$, using the series representation of functions in $\mathcal{H}^2(\mathbb{H}_d)$ and the Hilbertian properties of this space, it is easy to prove that $\mathcal{D}_{0,k}$ is dense in $\mathcal{H}^2(\mathbb{H}_d)$. Denoting by $\mathcal{D}_k$ the analogous of $\mathcal{D}_{0,k}$ in the upper half-space,

$$\mathcal{D}_k = \{ P \circ \sigma_c^{-1}, P \in \mathcal{D}_{0,k} \}$$

where $\sigma_c : \mathbb{H}_d \to \mathbb{H}_d$ is the Cayley map, it remains true that $\mathcal{D}_k$ is dense in $\mathcal{H}^2(\mathbb{H}_d)$ and it is sufficient to find some $k$ (large enough...) such that (1) and (2) of Theorem 4.3 are verified for $T = \mu C_{\psi}$ and for some convenient operator $S$.

We need another lemma.

**Lemma 4.7.** Let $\Omega$ be the characteristic domain of $\psi$. Then $\sigma_c^{-1}(\Omega)$ is bounded.

*Proof.* Recall that

$$\Omega = \left\{ (z, w) \in \mathbb{C}^d, \Im(z) > \|w\|^2 - \frac{\Im(b)}{\lambda - 1} \right\}$$

and that

$$\sigma_c^{-1}(z, w) = \left( \frac{z - i}{z + i}, \frac{2w}{z + i} \right).$$

First, $(z, w) \mapsto (z - i)/(z + i)$ is bounded on $\Omega$ because

$$\left| \frac{z - i}{z + i} \right|^2 = \frac{\Re(z)^2 + (\Im(z) - 1)^2}{\Re(z)^2 + (\Im(z) + 1)^2}$$

and

$$\Im(z) + 1 \geq 1 - \frac{\Im(b)}{\lambda - 1} > 0.\tag{5}$$

This is the place where we need to impose, in the normal form, the condition $\Im(b) \in (0, \lambda - 1)$. Next, $(z, w) \mapsto 2w/(z + i)$ is also bounded on $\Omega$ since

$$\left| \frac{2w}{z + i} \right|^2 = \frac{2\|w\|^2}{\Re(z)^2 + (\Im(z) + 1)^2} \leq \frac{2\Im(z)}{\Re(z)^2 + (\Im(z) + 1)^2}$$

and we conclude using (5) again. \hfill \Box

The previous lemma has the following interesting consequence. Let $R \in \mathcal{D}_k$. There is some polynomial $Q(z, w)$ such that

$$R(z, w) = \left[ (z - \alpha)^k (z - \beta)^k Q(z, w) \right] \circ \sigma_c^{-1}.$$
Because of Lemma 4.7, there exist $M, C_1, C_2 \in \mathbb{R}$ such that $Q, (z - \alpha)^k$ and $(z - \beta)^k$ are respectively bounded by $M, C_1$ and $C_2$ on $\sigma^{-1}_{\mu}(\Omega)$. Then, for every $(z, w) \in \Omega$, $R(z, w)$ is well-defined and we get the following estimations:

\begin{align}
|R(z, w)| & \leq C_2 M \frac{|z - i|^k}{|z + i|^k} \leq \frac{C}{|z + i|^k} \\
|R(z, w)| & \leq C_1 M \frac{|z - i|^k}{|z + i|^k} \leq C \frac{|z - z_0|^k}{|z + i|^k}.
\end{align}

(6) \quad (7)

Let $C = \mathbb{C} \setminus D(0, \lambda^{-d/2})$ if $\Im(m(b) > 0$ and $C = \{\lambda^{-d/2} < |\mu| < \lambda^{d/2}\}$ when $\Im(m(b) = 0$. For $\mu \in C$, $n \geq 1$ and $R \in D_k$, we define

$$S_n(R) = \mu^{-n} R \left( \frac{\lambda^{-n} z - \frac{\lambda^{-n} - 1}{\lambda - 1} \lambda b, D^{-n} w}{} \right)$$

This is a well-defined formula since, for any $(z, w) \in \mathbb{H}_d$, $\psi_n^{-1}(z, w) \in \Omega$. Moreover, $(\mu C \psi)^n \circ S_n = I$. Therefore, it remains to show that condition (1) of Theorem 4.3 is satisfied.

**STEP 1** - $\sum_{n \geq 0} \|S_n(R)\| < +\infty$ when $k$ is large enough.

Let $\varrho \in (0, 1)$ such that $|\mu|^2 > \lambda^{-\varrho d}$. We cut the integral into two parts:

$$\|S_n(R)\|_2^2 \leq |\mu|^{-2n} \int_{(z, w) \in \partial \mathbb{H}_d, |z| \leq \lambda^n} \left| R \left( \frac{\lambda^{-n} z - \frac{\lambda^{-n} - 1}{\lambda - 1} \lambda b, D^{-n} w}{} \right) \right|^2 d\sigma_{\partial \mathbb{H}_d}$$

$$\quad + |\mu|^{-2n} \int_{(z, w) \in \partial \mathbb{H}_d, |z| \geq \lambda^n} \left| R \left( \frac{\lambda^{-n} z - \frac{\lambda^{-n} - 1}{\lambda - 1} \lambda b, D^{-n} w}{} \right) \right|^2 d\sigma_{\partial \mathbb{H}_d}.$$

First, since $R$ is bounded on $\Omega$, Lemma 4.6 implies

$$|\mu|^{-2n} \int_{(z, w) \in \partial \mathbb{H}_d, |z| \geq \lambda^n} \left| R \left( \frac{\lambda^{-n} z - \frac{\lambda^{-n} - 1}{\lambda - 1} \lambda b, D^{-n} w}{} \right) \right|^2 d\sigma_{\partial \mathbb{H}_d} \lesssim \left( \frac{|\mu|^{-2}}{\lambda^{\varrho d}} \right)^n$$

Next, the inequality (7) above yields

$$|\mu|^{-2n} \int_{(z, w) \in \partial \mathbb{H}_d, |z| \leq \lambda^n} \left| R \left( \frac{\lambda^{-n} z - \frac{\lambda^{-n} - 1}{\lambda - 1} \lambda b, D^{-n} w}{} \right) \right|^2 d\sigma_{\partial \mathbb{H}_d} \lesssim \left| \lambda^{-2n} \right|^2 \int_{(z, w) \in \partial \mathbb{H}_d, |z| \leq \lambda^n} \left| \lambda^{-n} z - \frac{\lambda^{-n} - 1}{\lambda - 1} \lambda b - z_0 \right|^{2k} d\sigma_{\partial \mathbb{H}_d}$$

$$\lesssim \left| \lambda^{-2n} \right|^2 \int_{(z, w) \in \partial \mathbb{H}_d, |z| \leq \lambda^n} \left| \lambda^{-n} (z - z_0) \right|^{2k} d\sigma_{\partial \mathbb{H}_d}$$

$$\lesssim \frac{|\mu|^{-2n}}{\lambda^{2(1-\varrho)nk}}$$

Thus, $\sum_{n \geq 0} \|S_n(R)\|$ is convergent, assuming $|\mu| > \lambda^{-d/2}$ and $k$ is large enough.
STEP 2- $\sum_{n \geq 0} \| (\mu C_\psi)^n (R) \| < +\infty$ when $k$ is large enough.

For this step, we have to distinguish the cases $\Im m(b) = 0$ and $\Im m(b) > 0$. When $\Im m(b) > 0$, observe that for any $(z, w) \in \partial \mathbb{H}_d$,

$$\left| \lambda^n z + \frac{\lambda^n - 1}{\lambda - 1} b + i \right| \geq \Im m \left( \frac{\lambda^n - 1}{\lambda - 1} b \right) \geq \lambda^n.$$

This yields

$$\| (\mu C_\psi)^n (R) \|_{\mathcal{H}^2}^2 = \| \mu \|^2 \int_{\partial \mathbb{H}_d} \left| \frac{R \left( \lambda^n z + \frac{\lambda^n - 1}{\lambda - 1} b, D^n w \right)}{|z + i|^{2d}} \right|^2 d\sigma_{\partial \mathbb{H}_d} \lesssim \left( \frac{|\mu|}{\lambda^k} \right)^{2n}$$

by inequality (6) above. Thus, for $k$ large enough, $\sum_{n \geq 0} \| (\mu C_\psi)^n (R) \|_{\mathcal{H}^2}$ is convergent, and this property does not depend on the value of $|\mu|$.

When $\Im m(b) = 0$ (in fact, $b = 0$ by our simplifications), we proceed as in Step 1, splitting the integral into two parts:

$$\| C_\psi^n (R) \|_{\mathcal{H}^2} = \| \mu \|^2 \int_{(z,w) \in \partial \mathbb{H}_d} \left| R \left( \lambda^n z, D^n w \right) \right|^2 d\sigma_{\partial \mathbb{H}_d}$$

$$+ \| \mu \|^2 \int_{(z,w) \in \partial \mathbb{H}_d} \left| R \left( \lambda^n z, D^n w \right) \right|^2 d\sigma_{\partial \mathbb{H}_d}.$$  

where $\theta \in (0, 1)$ is such that $|\mu|^2 < \lambda^\theta d$. For the second integral, we may use inequality (6) satisfied by $R$ above and fix $k$ large enough so that this part becomes the term of a convergent series. For the first one, we appeal to (the easy part of) Lemma 4.6 to conclude (this is the point where the condition $|\mu|^2 < \lambda^\theta$ comes into play).

APPLICATION- We conclude this subsection by an application to the density of eigenvectors. Suppose that $\Im m(b) > 0$ and let $r > \lambda^{-d/2}$. Let also $\psi_0 (z, w) = (\lambda z + b, \sqrt{\lambda} w)$. Since $r C_{\psi_0}$ is chaotic, we know that

$$\text{span} \left( \ker \left( r C_{\psi_0} - e^{i\theta} \right), \theta \in \mathbb{R} \right) \text{ is dense.}$$

Let us introduce a decomposition of $\mathcal{H}^2 (\mathbb{H}_d)$ slightly different from that of Section 3. For $\alpha \in \mathbb{N}^{d-1}$, we denote by $\mathcal{E}_\alpha$ the set of functions $f$ of $\mathcal{H}^2 (\mathbb{H}_d)$ which may be written $f (z, w) = F(z) w^\alpha$, so that we can decompose $\mathcal{H}^2 (\mathbb{H}_d)$ as $\bigoplus_{\alpha \in \mathbb{N}^{d-1}} \mathcal{E}_\alpha$. Each $\mathcal{E}_\alpha$ is stable under $C_{\psi_0}$, so that

$$\text{span} \left( \ker \left( r C_{\psi_0} |_{\mathcal{E}_\alpha} - e^{i\theta} \right), \theta \in \mathbb{R} \right) \text{ is dense in } \mathcal{E}_\alpha.$$

Now, for $f (z, w) = F(z) w^\alpha$, one has

$$r C_{\psi_0} f = e^{i\theta} f \iff F(\lambda z + b) = \frac{\lambda^{d/2} e^{i\theta}}{r} F(z).$$

This means that we have obtained the following corollary:

**Corollary 4.8.** For each $\alpha \in \mathbb{N}^{d-1}$, for each $r > \lambda^{-d/2}$, for each $b \in \mathbb{C}$ with $\Im m(b) > 0$,

$$\mathcal{E}_{\alpha, \theta, b} := \text{span} \left( F(z) w^\alpha \in \mathcal{H}^2 (\mathbb{H}_d); \exists \theta \in \mathbb{R}, F(\lambda z + b) = \frac{\lambda^{d/2} e^{i\theta}}{r} F(z) \right)$$

is dense in $\mathcal{E}_\alpha$.

If we now start with $\psi_0 (z) = (\lambda z, \sqrt{\lambda} w)$, then we get
Corollary 4.9. For each $\alpha \in \mathbb{N}^{d-1}$, for each $r \in (\lambda^{-d/2}, \lambda^{d/2})$,
\[
\mathcal{E}_{\alpha,r,0} := \text{span}\left( \mathcal{H}^2(\mathbb{H}_{d}); \mathcal{H}^2(\mathbb{H}_{d}); \mathcal{H}^2(\mathbb{H}_{d}); \mathcal{H}^2(\mathbb{H}_{d}) \right)
\]
is dense in $\mathcal{E}_\alpha$.

4.3. Proof of non-hypercyclicity. We suppose that $\psi \in LFM(\mathbb{H}_{d})$ is given by
\[
\psi(z, u, v) = (\lambda z + b, Du, Av + c)
\]
with $\text{dim } v > 0$ and we have to prove that $C_\psi$ is not hypercyclic. This is the easy part of the proof which depends on the following lemma. The notations are that of Section 3.

Lemma 4.10. There exists $N \in \mathbb{N}$ such that, if we denote by $P_N$ the orthogonal projection on $\mathcal{K}_N$, then $\|P_N \circ C_\psi|_{\mathcal{K}_N}\| < 1$.

Proof. The proof goes along the same lines as that of Lemma 3.5. Recall that $C_\psi$ is upper-triangular in the decomposition $\mathcal{H}^2(\mathbb{H}_{d}) = \bigoplus_{|\alpha| < N} \mathcal{H}_\alpha \oplus \mathcal{K}_N$. Let $A = U \Sigma V$ be the singular value decomposition of $A$. We factorize $C_\psi$ as $C_\psi = C_{\tau_1} \circ C_{\psi_2} \circ C_{\tau_2} = C_{\tau_2 \psi_2 \psi_1 \tau_1}$ where
\[
\begin{aligned}
\tau_1 & : (z, w) \mapsto (z, u, Vv) \\
\psi_2 & : (z, w) \mapsto (\lambda z + b, Du, \Sigma v + U^{-1}c) \\
\tau_2 & : (z, w) \mapsto (z, u, Uv)
\end{aligned}
\]
Since $C_{\tau_1}$ and $C_{\tau_2}$ are isometries of $\mathcal{H}^2(\mathbb{H}_{d})$ and since they both preserve $\mathcal{K}_N$ and $\mathcal{K}_N^\perp$, it suffices to establish $\|P_N \circ C_{\psi_2}|_{\mathcal{K}_N}\| < 1$ for $N$ large enough. Let us finally introduce $\psi_0(z, w) = (\lambda z + b, Du, \Sigma v)$. Clearly, $P_N \circ C_{\psi_2}|_{\mathcal{K}_N} = C_{\psi_0}|_{\mathcal{K}_N}$. We can now conclude because, as in Lemma 3.5, the sequence $(\|C_{\psi_0}|_{\mathcal{K}_N}\|)$ goes to 0 as $N$ goes to infinity. \hfill \Box

Let us now deduce that $C_\psi$ is not hypercyclic. Suppose that the contrary holds and let $f = f_1 + f_2$ be a hypercyclic vector with $f_1 \in \mathcal{K}_N^\perp$ and $f_2 \in \mathcal{K}_N$, with $N \geq 0$. The set $\{P_N C_\psi^n f; n \geq 0\}$ has to be dense in $\mathcal{K}_N$. Since $C_\psi$ is upper-triangular in the decomposition $\mathcal{K}_N^\perp \oplus \mathcal{K}_N$, this means that $\{(P_N \circ C_\psi)^n f_2; n \geq 0\}$ has to be dense. When $N$ is large enough, this is impossible, since the sequence $(\|(P_N \circ C_\psi)^n f_2\|)_{n \geq 0}$ goes to zero.

4.4. Proof of supercyclicity. We suppose now that $\psi$ is given by the formula
\[
\psi(z, u, v) = (\lambda z + b, Du, Av + c)
\]
with $\exists m(b) > 0$ and we intend to show that $C_\psi$ is supercyclic. We will apply the outer supercyclicity criterion with $Y = \bigoplus_{\alpha \in \mathbb{N}^{d-1}} \mathcal{E}_{\alpha,r,b}$ for some fixed $r > \lambda^{-d/2}$. $Y$ is dense in $\mathcal{H}^2(\mathbb{H}_{d})$ by Corollary 4.8.

By linearity it suffices, for each $y = F(z)w^\alpha \in \mathcal{E}_{\alpha,r,b}$, with $F(\lambda z + b) = r^{-1}\lambda^{d/2}e^{i\theta}F(z)$ and $\alpha \in \mathbb{N}^{d-1}$, to find a subset $X_y \subset \mathcal{H}^2(\mathbb{H}_{d})$ and a sequence of maps $(S_n)$ satisfying the assumptions of the outer supercyclicity criterion. The idea is that, although $C_\psi$ is not invertible, it will be invertible on a finite-dimensional space containing $y$, allowing the construction of the sequence $(S_n y)$.

From now on, we will rather write
\[
\psi(z, w) = (\lambda z + b, Mw + c)
\]
where $M = \begin{bmatrix} D & 0 \\ 0 & A \end{bmatrix}$ is an upper triangular matrix. Let also $N = |\alpha|$ and let us consider the following finite-dimensional subspace of $\mathcal{H}^2(\mathbb{H}_{d})$:
\[
Z = \left\{ \sum_{|\beta| \leq N} a_\beta F(z)w^\beta; \ a_\beta \in \mathbb{C} \right\}.
\]
Z is contained in $\mathcal{H}^2(\mathbb{H}_d)$, since $F(z)w^\beta$ belongs to $\mathcal{H}^2(\mathbb{H}_d)$ as soon as $F(z)u^\alpha$ belongs to $\mathcal{H}^2(\mathbb{H}_d)$, for any $|\beta| \leq |\alpha|$. We endow $\mathbb{N}^{d-1}$ with the order defined in Section 3. Hence, we get immediately that $Z$ is mapped into itself by $C_\psi$ and that the matrix of $C_\psi|Z$ with respect to the canonical basis $(F(z)w^\beta)|_{\beta \leq N}$ is upper-triangular with non-zero coefficients on the diagonal. This implies that the map $C_\psi|Z : Z \rightarrow Z$ is invertible. In other words, there exists a constant $C$ (which depends on $y$) such that, for any $f \in Z$, we may find $g \in Z$ with $C_\psi(g) = f$ and $\|g\| \leq C\|f\|$. It is now easy to construct by induction a sequence $(S_n y)$ satisfying $\|S_n y\| \leq C^n \|y\|$ and $C_\psi^n S_n y = y$.

Let us now proceed with the construction of $X_y$. Let us consider $\gamma \in \mathbb{N}^{d-1}$. By linearity, it is sufficient to deal with any $x \in X_{y,\gamma}$, $\|C_\psi^n x\| \cdot \|S_n y\|$ goes to zero. We shall prove that $E_{\gamma_0,\gamma}$ for a sufficiently large $\rho$, is convenient. By linearity again, it is sufficient to deal with any $x = G(z)\psi$ with $G(\lambda z + b) = \rho^{-1}\lambda^{d/2} e^{i\delta}G(z)$. We point out that the condition we will impose on $\rho$ must be independent of $x$ (nevertheless it can depend on $\gamma$).

Let $Z_0 := \{\sum_{|\beta| \leq |\gamma|} a_\beta w^\beta; \ a_\beta \in \mathbb{C}\}$, endowed with the $\ell^2$-norm:

$$\left\| \sum_{|\beta| \leq |\gamma|} a_\beta w^\beta \right\|^2 = \sum_{|\beta| \leq |\gamma|} |a_\beta|^2.$$ 

Let also $T$ be the self-map of $Z_0$ defined by $T(w^\beta) = (Mw + c)^\beta$. $T$ defines a bounded operator on the finite-dimensional space $Z_0$, and $\|T\|$ just depends on $|\gamma|$. Furthermore,

$$\|C_\psi^n(x)\|^2 = \frac{\lambda^{dn}}{\rho^{2dn}} \int_{\partial \mathbb{H}_d} |G(z)|^2 |T^n(w^\gamma)|^2 |z + i|^{2d} d\sigma = \frac{\lambda^{dn}}{\rho^{2dn}} \int_{\partial \mathbb{H}_d} |G(z)|^2 \sum_{|\beta| \leq |\gamma|} \|a_\beta w^\beta\|^2 |z + i|^{2d} d\sigma$$

where $(a_\beta)_{|\beta| \leq |\gamma|}$ is defined by $T^n(w^\gamma) = \sum_\beta a_\beta w^\beta$. In particular, $\sum |a_\beta|^2 \leq \|T\|^{2n}$, so that there exists a constant $D$ (which depends on $x$) such that

$$\|C_\psi^n(x)\| \leq D \frac{\|T\|^n \lambda^{dn/2}}{\rho^n}.$$ 

This yields

$$\|S_n y\| \cdot \|C_\psi^n(x)\| \leq D \frac{\|T\|^n \lambda^{dn/2}}{\rho^n}.$$ 

It suffices to choose $\rho > C\|T\|\lambda^{d/2}$ (and this choice is independent of $x$) to end up the proof of the supercyclic part of Theorem 4.2.

4.5. Proof of cyclicity and non-supercyclicity. In this last subsection, we work with $\psi \in LFM(\mathbb{H}_d)$ univalent which may be written

$$\psi(z, u, v) = (\lambda z, Du, Av)$$

with $\dim(v) > 0$ and we have to prove that $C_\psi$ is cyclic and not supercyclic.

We prove the non-supercyclicity of $C_\psi$ by spectral considerations. Indeed, let $H_0 = \mathcal{H}_0$, $H_1 = \oplus_{1 \leq |\alpha| < N} \mathcal{H}_\alpha$ and $H_2 = \mathcal{K}_N$ for some large $N$. $C_\psi$ is diagonal with respect to the decomposition $\mathcal{H}^2(\mathbb{H}_d) = H_0 \oplus H_1 \oplus H_2$. Moreover, the work of Section 3 shows, at least if $N$ is large enough, that there exists $R_0 > R_2$ such that, for any $f_0 \in H_0$ and any $f_2 \in H_2$,

$$\|C_\psi f_0\| \geq R_0^2 \|f_0\|$$

and

$$\|C_\psi^n f_2\| \leq R_0^n \|f_2\|.$$
That $C_\psi$ is non-supercyclic follows now from a standard argument in linear dynamics, similar to that which proves that each component of the spectrum of a supercyclic operator has to intersect the unit circle (see [3, Theorem 1.24]).

To prove that $C_\psi$ is cyclic, it is convenient to write it as

$$
\psi(z, w) = (\lambda z, Mw).
$$

We fix $\mu \in \mathbb{C}^{d-1}$, $\alpha \in \mathbb{N}^{d-1}$ and we observe that $L$ defines, by composition, a linear map $L$ on the finite-dimensional space of homogeneous polynomials of degree $|\alpha|$. Moreover, since $M$ is invertible, it is easy to prove that $L$ is also invertible (for instance, since $M$ is upper-triangular, $L$ is also upper-triangular in the basis $(w^{|j|})_{|j|=|\alpha|}$ ordered with $\preceq$). Let $Q(X) = \sum_j b_j X^j$ be the minimal polynomial of $L$. $Q$ does not vanish at $0$ since $L$ is invertible and it satisfies $\sum_j b_j (M^j w)^\alpha = 0$. We consider now $r \in (\lambda^{-d/2}, \lambda^{d/2})$ such that $r \mu / \lambda^{d/2} e^{i\theta}$ is never a root of $Q$. Let finally $F(z) w^\alpha \in H^2(\mathbb{H}_d)$ be such that $F(\lambda z) = -\lambda^{d/2} e^{i\theta} F(z)$ and let us set $P(X) = Q(r \lambda^{-d/2} e^{-i\theta} X)$. Then

$$
P(C_\psi)(F(z) w^\alpha) = \sum_j b_j \left( r \lambda^{-d/2} e^{-i\theta} \right)^j \cdot \left( -\lambda^{d/2} e^{i\theta} \right)^j F(z) (M^j w)^\alpha = 0
$$

and $P(\mu) \neq 0$. This means that $E_{a,r,0} \subset \bigcup_{\mu \in \mathbb{C}_+} \ker (P(C_\psi))$ for any $\mu \in \mathbb{C}$. Theorem 4.5 and Corollary 4.9 allow us to conclude that $C_\psi$ is cyclic.

5. Applications to general composition operators

5.1. Introduction. As mentioned in the introduction of the paper, one of the reasons to introduce linear fractional composition operators was the hope to use them to deduce properties of composition operators associated to general holomorphic self-maps of the ball. This is called the transference principle, which has been proved to be very efficient in the one-dimensional setting. Here is one of the results that we may obtain on $\mathbb{D}$ (see [6]). Let $\phi : \mathbb{D} \to \mathbb{D}$ be holomorphic and satisfying the following properties:

(i) $\phi$ extends to a continuous and univalent self-map of $\overline{\mathbb{D}}$;

(ii) $\phi(\mathbb{D}\setminus\{1\}) \subset \mathbb{D}$;

(iii) $\phi$ has Denjoy-Wolff point at $+1$ with $\phi'(1) \in (0, 1)$ and $\phi$ has $C^{1+\varepsilon}$-smoothness at $+1$.

Then $C_\phi$ is hypercyclic.

The strategy applied by Bourdon and Shapiro to prove this result can be summarized as follows. They first build a linear-fractional model for $\phi$; namely, they identify two self-maps of $\mathbb{D}$, denoted by $\sigma$ and $\phi_\lambda$, such that $\phi_\lambda$ is a hyperbolic linear-fractional map of $\mathbb{D}$ and the intertwining equation $\sigma \circ \phi = \phi_\lambda \circ \sigma$ holds true.

Next, they transfer the hypercyclicity of $C_{\phi_\lambda}$ to $C_\phi$ via $C_\sigma$; precisely, if $f$ is any hypercyclic vector of $C_{\phi_\lambda}$, then $C_\sigma(f)$ is a hypercyclic vector of $C_\phi$.

A general theory of linear fractional models in $\mathbb{B}_d$ has been developed in [1] (see also [8]). However, two difficulties arise in the several-variables context when we try to imitate the last part of the proof. First, not every self-map of $\mathbb{B}_d$ induces a bounded composition operator on $H^2(\mathbb{B}_d)$. Second, because of the lack of Mergelyan theorem in $\mathbb{C}^d$, it is rather difficult to prove that a composition operator $C_\sigma$ has dense range in $H^2(\mathbb{B}_d)$.

At this stage, we do not expect to be able to prove a theorem which is as general as Bourdon and Shapiro theorem. However, we will show that a small perturbation of a hyperbolic linear-fractional map preserves the dynamical properties of the associated composition operator. Here is the main statement of this section.

**Theorem 5.1.** Let $\psi : \mathbb{H}_d \to \mathbb{H}_d$ be a holomorphic self-map of $\mathbb{H}_d$ which may be written

$$
\psi(z, w) = (\lambda z + R(z), Mw + c) = (\psi_1(z), \psi_2(w))
$$

with
There exists assume for a while that the two following claims are true:

1. \( \psi_1 \) extends continuously to a continuous and univalent self-map of \( \overline{\mathbb{P}^+} \cup \{ \infty \} \);
2. \( R(z) = o(|z|^{1-\varepsilon}), \varepsilon > 0, \) when \( |z| \to +\infty, z \in \mathbb{P}^+ \);
3. \( \lambda > 1, \inf_{z \in \mathbb{P}^+} \Re m(R(z)) \geq d > 0; \)
4. \( Q = \lambda I - MM^* \) is a hermitian positive semi-definite matrix;
5. \( d - \|c\|^2 > \langle Q^+ M^* c, M^* c \rangle. \)

Suppose moreover that \( C_\psi \) is a bounded operator on \( \mathcal{H}^2(\mathbb{H}_d) \). Then \( C_\psi \) is supercyclic on \( \mathcal{H}^2(\mathbb{H}_d) \).

Let us comment this theorem. The two first conditions are regularity properties which are required on \( \psi_1 \). They are already present in the one-variable setting. The three last conditions are here to ensure that \( \psi \) is a hyperbolic self-map of \( \mathbb{H}_d \). Finally, we have to add that \( C_\psi \) defines a bounded composition operator on \( \mathcal{H}^2(\mathbb{H}_d) \), since this is (in general) not automatic. If we had imposed more regularity on \( \psi \) near \( \infty \), we would obtain the continuity of \( C_\psi \) by applying Wogen’s theorem (see [24]).

Our proof that \( C_\psi \) is supercyclic does not consist in the transference of a supercyclic vector. We will rather transfer the assumptions of the supercyclicity criterion. More precisely, we assume for a while that the two following claims are true:

**Claim 1.** There exists \( \sigma = (E, D) : \mathbb{H}_d \to \mathbb{H}_d \) and \( b \in \mathbb{C} \) with \( \Re m(b) > 0 \) so that

\[
\sigma \circ \psi = \psi_{\lambda, b, M, c} \circ \sigma
\]

with \( \psi_{\lambda, b, M, c}(z, w) = (\lambda z + b, Mw + c) \) is a hyperbolic linear fractional map of \( \mathbb{H}_d \).

**Claim 2.** For any \( \alpha \in \mathbb{N}^{d-1}, C_\sigma \) maps \( \mathcal{E}_\alpha \) continuously into \( \mathcal{E}_\alpha \), and \( C_\sigma(\mathcal{E}_\alpha) \) is dense in \( \mathcal{E}_\alpha \).

Let us show how we can deduce from this that \( C_\psi \) is hypercyclic by applying the outer supercyclicity criterion. Let \( r > \lambda^{-d/2} \) and \( \mathcal{F}_{\alpha, r, b} = C_\sigma(\mathcal{E}_{\alpha, r, b}) \). By Claim 2 and since \( \mathcal{E}_{\alpha, r, b} \) is dense in \( \mathcal{E}_\alpha \), the subset \( \mathcal{Y} = \bigoplus_{\alpha \in \mathbb{N}^{d-1}} \mathcal{F}_{\alpha, r, b} \) is dense in \( \mathcal{H}^2(\mathbb{H}_d) \). Let us fix \( y = F \circ E(z, w)w^\alpha \in \mathcal{F}_{\alpha, r, b} \) and let us set

\[
\mathcal{Z} = \left\{ \sum_{|\beta| \leq N} a_\beta F \circ E(z, w)w^\beta; \ a_\beta \in \mathbb{C} \right\}
\]

with \( |\alpha| = N \). Let us also consider \( Z = \left\{ \sum_{|\beta| \leq N} a_\beta F(z)w^\beta; \ a_\beta \in \mathbb{C} \right\} \) like in Section 4.4. The intertwining map \( \sigma \) induces a commutative diagram

\[
\begin{array}{ccc}
\mathcal{Z} & \xrightarrow{C_{\psi_{\lambda, b, M, c}}} & \mathcal{Z} \\
\downarrow{C_\sigma} & & \downarrow{C_\sigma} \\
\mathcal{Z} & \xrightarrow{C_\psi} & \mathcal{Z}
\end{array}
\]

Since \( \mathcal{Z} \) and \( Z \) have finite dimension, and since \( C_\sigma \) is one-to-one, it is an isomorphism from \( \mathcal{Z} \) onto \( Z \). Therefore, the work done in Section 4.4 carries on into this new context, and we can find a sequence \( (S_n y) \) in \( Z \) and a positive constant \( C \) such that \( ||S_n y|| \leq C^n ||y|| \) and \( C^n S_n y = y \).

The construction of \( X_\psi \) follows the same idea. We shall prove that, for any \( \gamma \in \mathbb{N}^{d-1}, \) for \( \rho := \rho(\gamma, y) \) large enough, any vector \( x \) of \( \mathcal{F}_{\gamma, \rho, b} \) which is dense in \( \mathcal{E}_\gamma \), will satisfy \( ||S_n y|| \cdot ||C^{\gamma} x|| \to 0 \). The proof done above can be reproduced mutatis mutandis. We may then apply the outer supercyclicity criterion since \( \bigoplus_{\gamma \in \mathbb{N}^{d-1}} \mathcal{F}_{\gamma, \rho, b} \) is dense in \( \mathcal{H}^2(\mathbb{H}_d) \).

Therefore, our last task is to prove Claim 1 and Claim 2.
5.2. The intertwining map. We suppose that $\psi_1(z) = \lambda z + R(z)$ with $\inf(\Re m(R(z))) \geq d > 0$ and $R(z) = o(|z|^{1-\varepsilon})$ for some $\varepsilon > 0$. We also assume that $\psi_1$ is continuous and univalent on $\bar{\mathbb{P}}_+ \cup \{\infty\}$. Let us set $z(n) = \psi_1^n(z) = \psi_1 \circ \ldots \psi_1(z)$. It is straightforward to observe that

$$ z(n) = z + \sum_{j=0}^{n-1} R(z(j)) \frac{d}{\lambda^{j+1}}. $$

The work done in the proof of Theorem 4.7 in [6] shows that the series $\sum_{j=0}^{n-1} R(z(j)) \frac{d}{\lambda^{j+1}}$ converges uniformly on compact subsets of $\bar{\mathbb{P}}_+$ to a holomorphic function $H$. The function $z \mapsto z + H(z)$ is continuous and univalent on $\bar{\mathbb{P}}_+ \cup \{\infty\}$. Moreover, the imaginary part of $H$ is bounded below. Indeed,

$$ \Re m(H(z)) \geq \sum_{j=0}^{+\infty} \frac{d}{\lambda^{j+1}} = \frac{d}{\lambda - 1} > 0. $$

Let us set

$$ E(z) = z + H(z) - \frac{i\theta d}{\lambda - 1} $$

with $\theta \in (0,1)$. Then

$$ E \circ \psi_1(z) = \lim_{n \to +\infty} \frac{z(n+1)}{\lambda^n} - \frac{i\theta d}{\lambda - 1} = \lambda E + \frac{i\theta d}{\lambda - 1} = \lambda E + i\theta d. $$

Thus, if we set $D(z,w) = w$, $\sigma = (E,D)$ and $b = i\theta d$, then $\sigma$ is a self-map of $\mathbb{H}_d$ which satisfies $\sigma \circ \psi = \psi \circ \lambda M_{b,c} \circ \sigma$. Moreover, if we choose $\theta$ sufficiently close to 0, then $\Re m(b) - \|c\|^2 = \langle Q^+ M^* c, M^* c \rangle$, so that $\psi \circ \lambda M_{b,c}$ becomes a linear fractional map of $\mathbb{H}_d$. Thus Claim 1 is proved. However, to prove Claim 2, we shall need several properties of $E$, which are summarized below:

(Q1): $E$ maps $\bar{\mathbb{P}}_+$ into $\mathbb{P}_+$ and is univalent on $\mathbb{P}_+ \cup \{\infty\}$;

(Q2): There exist two constants $C_1, C_2 > 0$ such that

$$ \forall z \in \bar{\mathbb{P}}_+, \ C_1 |z + i| \leq |E(z) + i| \leq C_2 |z + i|. $$

Property (Q1) has already been proved above. Moreover, it implies that (Q2) is true on compact subsets of $\bar{\mathbb{P}}_+$. So we just need to prove this last property when $|z|$ is large enough. Now, since $|R(z)| = o(|z|^{1-\varepsilon})$, for any $\mu > \lambda$, we can find $M > 0$ such that, for any $z \in \mathbb{P}_+$ with $|z| \geq M$,

$$ |z| \leq |\psi_1(z)| \leq \mu |z|. $$

We start with such a $z$ and we iterate $\psi_1$. We find $|z(j)| \leq \mu^j |z|$, so that

$$ |H(z)| \leq \sum_{j=0}^{+\infty} \frac{\mu^{j(1-\varepsilon)} |z|^{1-\varepsilon}}{\lambda^{j+1}} \leq C |z|^{1-\varepsilon} $$

if $\mu^{1-\varepsilon}$ is smaller than $\lambda$. This gives immediately (Q2).

5.3. The intertwining composition operator. We conclude this section by the proof of Claim 2. In this context, it is easier to work directly in $\mathbb{B}_d$. So we set

$$ \mathcal{F}_\alpha = \{ f(z)w^\alpha \in H^2(\mathbb{B}_d) \} = \{ g \circ \sigma_c; \ g \in \mathcal{E}_\alpha \}. $$
We have to prove that \( C^{-1}_{\sigma_c \circ \sigma_c} \) maps \( \mathcal{F}_\alpha \) into itself continuously and with dense range. For notational simplicity, we denote by \( \sigma \) the map \( \sigma^{-1}_c \circ \sigma \circ \sigma_c \). However, its coordinate functions are now denoted by \( \sigma_1 \) and \( \sigma_2 \), so that

\[
\sigma_1(z, w) = \frac{G(z) + i}{G(z) - i} \quad \text{and} \quad \sigma_2(z, w) = \frac{2iw}{(1 - z)(G(z) + i)} = \frac{w}{G(z)}.
\]

Observe that \( E \circ \sigma_c(z, w) \) depends only on \( z \). Thus, for any \( F(z, w) = f(z)w^\alpha \) in \( \mathcal{F}_\alpha \),

\[
F \circ \sigma(z, w) = \frac{f \circ \sigma_1(z)}{G(z)^{\alpha}} w^\alpha
\]
can be written \( g(z)w^\alpha \). To compute the norm of \( F \circ \sigma \) in \( H^2(\mathbb{B}_d) \), we use the following formula (see [25, Lemma 1.10]):

\[
\| F \circ \sigma \|^2 = C \int_{|z| \leq 1} (1 - |z|^2)^{d-2} \int_{|w|^2 = 1 - |z|^2} |f \circ \sigma_1(z)|^2 |w|^2 dm(w) dA(z).
\]

Now, it is easy to show that \( G = (E \circ \sigma_c + i)/(\sigma_c + i) \), so that, by (Q2), there exists some \( C > 0 \) such that

\[
\frac{1}{|G(z)|^2 |\alpha|} \leq C \quad \text{for any} \ z \in \mathbb{D}.
\]

We then find

\[
\| F \circ \sigma \|^2 \leq \int_{|z| \leq 1} (1 - |z|^2)^{d-2} \int_{|w|^2 = 1 - |z|^2} |f \circ \sigma_1(z)|^2 |w|^2 dm(w) dA(z)
\]

\[
\leq \int_{|z| \leq 1} (1 - |z|^2)^{d-2} |f(z)|^2 \int_{|w|^2 = 1 - |z|^2} |w|^2 dm(w) dA(z)
\]

Now, \( \sigma_1 \) is a self-map of \( \mathbb{D} \), so it defines a continuous operator on the Bergman space \( A_{d-2+|\alpha|+(d-1)/2}(\mathbb{D}) \). Hence,

\[
\| F \circ \sigma \|^2 \leq \int_{|z| \leq 1} (1 - |z|^2)^{d-2+|\alpha|+(d-1)/2} |f(z)|^2 dA(z)
\]

\[
\leq \int_{|z| \leq 1} (1 - |z|^2)^{d-2} |f(z)|^2 \int_{|w|^2 = 1 - |z|^2} |w|^2 dm(w) dA(z)
\]

\[
\leq \| F \|^2.
\]

Let us now prove that \( C_{\sigma}(\mathcal{F}_\alpha) \) is dense in \( \mathcal{F}_\alpha \). More precisely, we shall prove that \( \{ \sigma^p \sigma^q : p \geq 0 \} \) is dense in \( \mathcal{F}_\alpha \). Let \( z^m w^\alpha \in \mathcal{F}_\alpha \) and let us approximate it by a finite linear fractional combination \( F(z) = \sum_{p \geq 0} a_p \sigma^p(z) \sigma^2(z, w) \). Using the same formula, we infer that

\[
\| F - z^m w^\alpha \|^2 \leq \int_{|z| \leq 1} (1 - |z|^2)^{d-2} \int_{|w|^2 = 1 - |z|^2} \left| \sum_{p \geq 0} a_p \sigma^p(z) - G(z)^{\alpha} z^m \right|^2 \frac{|w|^2}{|G(z)|^2 |\alpha|} dm(w) dA(z)
\]

\[
\leq \int_{|z| \leq 1} (1 - |z|^2)^{d-2+|\alpha|+(d-1)/2} \left| \sum_{p \geq 0} a_p \sigma^p(z) - G(z)^{\alpha} z^m \right|^2 dA(z).
\]

We conclude because \( \sigma_1 \) is an univalent and continuous self-map of \( \overline{\mathbb{D}} \). By Walsh’s theorem, the polynomials are dense in the algebra \( A(\sigma_1(\mathbb{D})) \). This in turn implies that the polynomials in \( \sigma_1 \) are dense in the Bergman space \( A_{d-2+|\alpha|+(d-1)/2}(\mathbb{D}) \). Observe that, this \( G \) is bounded, the function \( z \mapsto G(z)^{\alpha} z^m \) belongs to this space.
5.4. Conclusion. We hope that Theorem 5.1 could be extended to a more general context. As mentioned before, at least on $B_2$, a linear fractional model does exist for a wide class of self-maps of $B_2$. Assuming some regularity on $\psi$ near $\infty$, it is reasonable to expect that the transfer map $\sigma$ will have some regularity near $\infty$. We then can hope to apply Wogen's theorem to ensure that $C_\sigma$ defines a continuous operator on $H^2(\mathbb{H}_d)$. The main problem seems to be how to prove that $C_\sigma$ has dense range. A famous example of Werner [23] points out that a domain can be biholomorphic to the bidisc without being a Runge domain (the polynomials are not dense in $H(G)$). That was the main reason to restrict ourselves to a map $\psi = (\psi_1, \psi_2)$ where $\psi_1$ just depends on $z$ and $\psi_2$ just depends on $w$.
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