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Abstract

For Riemannian metrics G on R? which are long range perturbations of the flat one, we
prove estimates for (—Ag — A —ie)~" as A — 0, which are uniform with respect to €, for all
n < [d/2] + 1 in odd dimension and n < d/2 in even dimension. We also give applications to
the time decay of Schrodinger and Wave (or Klein-Gordon) equations.

1 Introduction and results

Let G = (G’*) be a Riemannian metric on R? which is asymptotically Euclidean in the sense that,
for some p > 0,

|0°(G7* () = 60)| < Calz) P71, (L.1)

d;1 being the Kronecker symbol. In other words, (the coefficients of) G'— I belongs to the symbol
class S of functions such that [0%a(x)| < Cu(z)~P~!%l. In the sequel we shall also refer to G as
a long range metric. The Laplacian Ag reads

12 O 0
AG = det G(:L‘) 1/287% (det G(x)l/Qij(ﬁL‘)amk> s (12)
using the summation convention as well as the standard notation (G,i) := (G*)~1, and is (for-

mally) self-adjoint with respect to the measure
dgx = det G(z)/?dz.

Since det G(z)'/? is bounded from above and below, the spaces L?(R?, dz) and L?(R%, dgx) co-
incide and have equivalent norms. We will thus use the unambiguous notation L?(R%) (or L?) in
the sequel. By Ag we will also denote the self-adjoint realization of (1.2), whose domain is H2.
We are interested in the low frequency estimates for powers of the resolvent of —A¢, namely
the behaviour of
(=Ag — 2)™" as z approaches 0,

in suitably weighted L? or LP spaces, and their applications to time dependent equations.

The purpose of this paper is twofold. The first one is to prove in detail the resolvent estimates
announced in [3] (note however that the sketches of proofs therein concern operators in divergence
form) and the second one is to derive applications to the local energy decay for wave equations
(which were not considered in [3]).



We first consider resolvent estimates. The study of the limiting absorption principle, namely
the behaviour of (powers of) the resolvent of self-adjoint operators as the spectral parameter
approaches the absolutely continuous spectrum is a basic problem in scattering theory and there is
a huge literature on this topic which we can not review here. For the operators considered in this
paper (and more general Schrodinger operators), the analysis of (—Ag — z) ™" is rather well known
as long as Re(z) remains away from 0; by the results of [22, 21] (and those of [23] to ensure that
—Ag has no embedded eigenvalues in its (absolutely continuous) spectrum [0, 00)), we know that,
for any I € (0,00) and n > 1, the limits lim,_ o+ (—Ag — A — ie) ™" exist as bounded operators
between dual weighted L? spaces, provided that A € I. The asymptotics as A — 400 have also
been widely studied in various contexts, perhaps more for the resolvent itself than for its powers,
but this is not a serious restriction since, in the high energy or semiclassical regime, one can get
estimates for powers in terms of estimates of the resolvent (see [20, 21] and Subsection 6.2 below):
basically ||[(—=Ag — XA —i0)~"||" grows as [|[(—=Ag — XA —i0)~Y|?, if || - || and || - || are operator
norms between suitable weighted L? spaces. In this regime, the asymptotics depend crucially on
whether the geodesic flow is non trapping, namely if all geodesics escape to infinity as time goes to
infinity, or trapping: see [32, 40, 16, 31, 38] for the non trapping case, [26, 28] for weak trapping,
and [6, 7, 8] in the general case, ie without condition on the geodesic flow.

The situation is definitely different as Re(z) — 0. At first, we note that the geodesic flow plays
no role in this non semiclassical regime. More importantly, there is no hope to deduce bounds on
powers of the resolvent from bounds on the resolvent (—Ag — z)~! as above. We know indeed that
(—Ag — 2)~! remains bounded for z close to 0 (see [2, 5, 17] for the long range metric case) but, as
we shall see below, its powers start to blow up as z — 0 if n is large enough (essentially n > d/2).
This can be seen on the example of the flat Laplacian on R3 whose kernel of the resolvent reads

1 ¢iz/?le—l

G. =" Im(z'?) >0
(@,y) = P m(z/%) >

Indeed, since (—A — z)72 = L (=A — 2)~!, we see that for z € C\ R,

1A =2 Mlgosze <O l(=A=2) 2 pimpm = |27V, (13)

where the first estimate follows from the Hardy-Littlewood-Sobolev inequality and the second one
means that we have upper and lower bounds by constants times |z\*1/ 2. Of course, such LP — LP
estimates imply weighted L? estimates using, in the present case, the boundedness of

()717° LX(R®) — LYO(R®),  (2)737°: L2(R®) — L'(RY),

and their adjoints (for any € > 0).

The literature on powers of the resolvent near the 0 energy is rather lacunary in the long range
case. Actually, this topic seems to have been studied for Schrédinger operators —A + V only, in
[27] for V of definite sign and in [15, 12] for V sufficiently negative at infinity (see also [42] in
the radial case). We note that, for such potentials, the resolvent behaves differently from the free
resolvent in that its powers are uniformly bounded as Re(z) — 07, unlike (1.3). Our first purpose
is to show that, for variable coefficients metrics, we get the same kind of estimates as in the free
case.

To state our results, we introduce the notation

7(d) = the largest integer strictly smaller than d/2. (1.4)

In other words 7(d) is the integer part [d/2] of d/2 if d is odd, and  — 1 if d is even. The notation
r refers to the fact that it will be interpreted as some regularity index further on. Let us remark



that, in all cases, 7(d) > 1. We also introduce the conjugate Lebesgue exponents

2 ) 2
T d+2n’ 4= T o

p(n) for 1 <n <7(d), (1.5)

which belong to (1, 00) since n < d/2 by definition of #(d). Finally, we denote by A the (self-adjoint
realization of the) generator of L? dilations, namely

A:

z-V+§
5

1.6
Our main result is the following.

Theorem 1.1. Fiz d > 3. There ezists k > 0 and C > 0 such that, for 1 <n < 7(d),

[(KA+9) " (-Ag —2) (kA —i <C, [Re(2)| < 1,

)_nHLP(n)_,Lq(n) >
and, forn =N :=7(d) + 1,
1. if d is odd,

[(RA+0) N (A —2) N (kA —i < ClRe(z)| "%,

)7N||L1~>L°°

2. if d is even, then for all ¢ > 2d there exists Cy > 0 such that,

_2d

|(rA+ )N (A6 = 2™ (5A + ) || sy 10 < CalRe(2)| ¥,

both for 0 < |Re(z)| < 1.

Up to the weights (kA +4)~", this theorem generalizes the estimates (1.3) to long range metrics
in all dimensions greater than 2. In odd dimensions, our result is sharp from the point of view of the
singularity at z = 0, as shown by (1.3). We also point out that for small long range perturbations
of the flat Laplacian (when G — I is small everywhere on R?, not only at infinity as imposed by
(1.1)), such estimates actually hold for all z, ie also for large ones, and are scale invariant (see
Subsection 5.1). We emphasize that, up to a scaling and a convenient choice of scaling covariant
norms for the coefficients of the operators, the most important ingredient to prove this result is the
Jensen-Mourre-Perry theory on multiple commutators estimates [22]. This theory gives general
conditions under which one can prove weighted estimates for powers of the resolvent, under a
positive commutator assumption. The issue we address is that we don’t have such a (uniform)
positive commutator estimate close to the bottom of the spectrum but, by a suitable scaling, our
main observation is that we can reduce the problem to estimates close to energy 1 where one has
a positive commutator.

The LP — L* estimates of Theorem 1.1 can be turned into the following weighted L2 — L2
estimates. In fact, as one can see from Subsection 5.2 below, Theorem 1.1 and the following one
are equivalent.

Theorem 1.2. Let N =7(d)+ 1. For all1 <n < N and v > 2n, we have: forn < N —1,
H(a:)f”(—AG - z)7”<x>7”HL2HL2 <C, |Re(z)] < 1, (1.7)

and, forn= N,



1. if d is odd,

(@)™ (=Aa = 2)"M(@) 7] 12 12 < CIRe(2)| 712,

2. if d is even, then for all € > 0,

[{@) ™" (=Aa = 2)"M{@) || 2, 12 < CelRe(2)] 7,

both for 0 < |Re(z)| < 1.

We implicitly assume that Im(z) # 0 in these estimates but, since one knows that pointwise
limits exist as +Im(z) — 0" (if Re(z) # 0), this is not a restriction.

We now study the applications to the local energy decay. Let us consider
i0u+ Agu = 0, Ujt=0 = U0,
Fw—Agw+m’w = 0,  wy—o=Ff 0wy =g,

which are respectively the Schrodinger equation and Klein-Gordon equation (m > 0) or wave
equation (m = 0). We are interested in the decay as t — oo of

IIxu(®)llez,  |xOw®)llz + [Ixw(@)| m, (1.10)

for some spatial localization x, typically x € C§° or more generally x(x) = (x)~" for some v > 0.
Using estimates on the resolvent alone (ie those for n = 1 in (1.7)), it is well known that one
can recover L?(R,dt) estimates for (1.10) which is a weak form of time decay (see for instance
[33, 34, 25, 4, 37] in contexts close to ours). Proving quantitative decay rates requires more
information, for instance estimates on powers of the resolvent as we recall now.

The flows of the equations (1.8) and (1.9) are functions of Ag namely,

sin (t\/m2 — Ag)
NCEE

If we denote by (E))acr the family of spectral projections associated to —A¢, we have, for instance
for the Schrodinger equation,

u(t) = eilﬁAGu07 w(t) = cos (t m? — AG) f+

et = /e_”)‘dE,\7 (1.11)

where the spectral measure dE) can be recovered from the resolvent by the following Stone’s
formula (see [30] for a proof and Lemma 6.9 below for a precise statement)

T 1 L N—1 L N—1
dEA—lelerlzm (—Ag — X —ie) (—Ag — A+ie)~1) dA.

Thus, by using the Stone formula in (1.11) and integration by parts, one expects to recover time
decay for (1.10) from the smoothness of the resolvent with respect to A, that is from the integrability
in Aof lim o+ (—Ag — At ie) ™

This is of course a rough formal description but this approach is well known and can be made
rigorous (see Section 6), provided that the corresponding integrals are convergent with respect
to A. Tts justification requires two types of estimates: high frequency estimates (A — oo) and



low frequency estimates (A — 0). As we recalled above, the high frequency estimates are often a
delicate question, especially when there are trapped geodesics. But independently of this question,
whatever the classical dynamic looks like and whatever methods are used to study the resolvent
(e.g. resonances theory or Mourre theory), one also needs to deal with the low frequencies. For
the local energy decay, this topic has been treated in the literature for fast decaying perturbations
(from [24, 36, 6] for compactly supported perturbations to [41, 29] in the short range case, with
radial assumptions in [29]). For long range metrics, there are either conditional results ([10] which
assume that the resolvent can be continued accross the absolutely continuous spectrum near 0) or
spectrally localized estimates ([9, 39] where the evolution e**(=2¢)" is replaced by e*(=2¢)")(Ag)
with ¢ = 0 near 0). We should also mention the recent results for asymptotically flat space times
[35] where a (sharp) pointwise energy decay is obtained for long range perturbations, which are
radial up to short range terms (see also [14] for a purely radial situation).

Using mainly Theorem 1.2 and the known results on high energy estimates [8], we obtain the
following general result.

Theorem 1.3. Let d > 3 and assume (1.1). For all positive real numbers s > 0, v > 0 there exists
C > 0 such that, for the Schrédinger equation (1.8),

[[{@) " u(®)]| 2 < C (1 +log(t)) ™" [[{@) uol| -,
and, for the wave and Klein-Gordon equations (1.9),

[[(@) = 0w (®)|] o + |[(@) ™ w(®)]] g0 < C (1 +10g(t)) ™" (1) Il mraee + [[(2)" gl ) -

We emphasize that the main novelty in this result is that no spectral cutoff is needed on the
initial data and that the metric G is long range. Furthermore, we don’t use any spherical symmetry.
The time decay is very weak, but on the other hand there is no assumption on the geodesic flow.
This is an analogue of a result of Burq [6], obtained initially for compactly supported perturbations
of the Laplacian and then generalized to long range perturbations but with spectrally localized
initial data in [9].

Under the non trapping condition, we obtain the following stronger decay which we shall prove
for the Schrodinger equation only. Here we use the notation (1.4).

Theorem 1.4. Let d > 3, assume (1.1) and that the geodesic flow is non trapping. For all real
numbers v > 2(7(d) + 1) and 0 < s < v, there exists C > 0 such that, for the Schridinger equation

(1.8),
[[(2) ™ u(®)]] . < OO (x) uo | - (1.12)

Notice that, in addition to the time decay, (1.12) also means that we have a smoothing effect
(as is naturally expected for the Schrodinger equation with a non trapping metric).

As in Theorem 1.3, the main point in Theorem 1.4 is again the (non radial) long range assump-
tion and the absence of spectral localization on the initial data. Besides we note that if one avoids
the low frequencies, ie replaces u(t) by ®(Ag)u(t) with ® = 0 near 0 and smooth, one can show
that (z) 7" ®(Ag)u(t) decays as t~7, ie with time decay rate growing with the spatial decay rate.
Thus we have a fast decay in time if (x)~" is replaced by a Schwartz function. This illustrates the
fact that, in the non trapping case, the time decay is governed by the low frequency part of the
spectrum. From the free case, we also know that this decay cannot be more than <t>’d/ 2 and we
note that, in odd dimension, (£)~%2 = (£)="(d)~3



Remark. We comment that, in principle, our method would show for the wave and Klein-Gordon
equations with non trapping metrics that

[[{) ™ B (®)]] 2 + [ [{@) ™ w®)]| ;o < OO (K2) fllar + () gllz2) -
We leave this as a remark since its proof would require bounds of the form, for ¢ € C§°(0, +00),
(@) e =B G(—h2AG) @)V S Culty Y, teR, he (0,1],

for all € > 0 (see the proof of Theorem 1.4 in Subsection 6.3). The point in this estimate is that it
is uniform with respect to h and cannot be clearly deduced from resolvent estimates only. It could
however certainly be obtained as the similar one for the Schrédinger equation proved by Wang [40]
using the Isozaki-Kitada parametrix.

2 Model operators

In this section, we introduce a class of second order differential operators which are small pertur-
bations of the flat Laplacian. They will serve as models at infinity, in the sense that the Laplacians
(1.2) will be unitarily equivalent to compactly supported perturbations of such operators (see
Subsection 5.2). These model operators are of the form

P = a;(x)D; Dy, + bi(2) Dy, (2.1)
where we use the summation convention and Dj = i_la/ Ox. We also assume that
P is formally symmetric on L?(R%) with respect to the Lebesgue measure. (2.2)

By formally symmetric, we mean symmetric when tested against functions of the Schwartz space
S. The coeflicients will be chosen in the following spaces. For integers such that

N >0, 0<o0<1, r>0 and o+r <#(d),

where 7(d) is defined by (1.4), we introduce the norm

o,r,N — Z Haa(x V)na’H

n<N,
o] <r

lo e

and define
SomN = {a € C*(RY) | [lallorn < o0}

These are essentially spaces of functions which are conormal at the origin (see [18] for a general def-
inition of conormal distributions). To make it closer to usual definitions of conormal distributions,
we note that, in dimension 3 for instance, it is not hard to check that

{a € C°(R?) | (x-V)"a € H*(R®), n < N} ¢ SO,

since H2(R?) € L>=(R?) and H*(R3) C L3(R3).

In most statements of Sections 2 and 3, we shall also assume that P is a small perturbation
of —A in the sense that a;, — d;1 (6;5 = Kronecker symbols) and b, will be small in appropriate
spaces, explicitly given in each proposition. A first example of such a statement is the following.



Proposition 2.1. For all a i, b, € Cp° such that 37, [lajx —d;k||r is small enough, the operator
P :8 — L? has a bounded closure P : H?> — L? and P is self-adjoint on L? with domain H?.

The proof of this proposition is completely standard and the existence of a self-adjoint realiza-
tion holds under much more general assumptions. The smallness of » ., |[ajx — d;k[|r is only
used to ensure that the operator is uniformly elliptic. The assumption that the coefficients belong
to Cp° guarantees the existence of the closure of P to H? and the fact that the domain of P’ is also
H? by elliptic regularity. This proposition has to be considered as an algebraic preliminary, which
is convenient for it gives explicitly the domain of P. But, as far as estimates are concerned, all the
bounds obtained below will be given in terms of S®"" norms only, so the condition ajk, by € CF°
is essentially irrelevant.

Most of our estimates rely on the following elementary proposition.

Proposition 2.2. There exists C > 0 depending only on the dimension d such that

||ad;Okul|z2 < Cllallo,1,0l|Aul[Lz, (2.3)
|[60kul|zz < C|b]|1,0,0l|Aul|Lz, (2.4)

and
||a0;Okul| -1 < Cllallo,0l[Vul|Lz, (2.5)

b0k ul[ -1 < C|b]]1,0,0/|Vull L2,
forallu e S, all a € S®Y° and b € S1:00,

Proof. We consider first (2.3) and (2.4). By a standard limiting argument we may assume that
the Fourier transform of u vanishes near 0. Then

0;0k
|D2|

a(z)0;0pu = a(x) |D|*u,

so (2.3) follows from the bound ||al|z~ < ||al|o,1,0 and the L? boundedness of 8;0)/|D|?. To prove
(2.4), we use the Holder inequality

L2 < llellallllze- (2.7)

and the Poincaré-Sobolev inequality

1912+ < ClIVY| L2, (2.8)
using the standard notation
2" =2d/(d - 2).
Indeed, by writing
bi (2)Opu = by () L O D|?u,

[DI1D]

we get the result since on one hand 9y, /|D| is bounded on L? and on the other hand (2.7) and (2.8)
yield
1k DIl 2 < [1bkl | pall| DI 9l L2 < Cllbgllzal ]l e,



for all ¢ € S with Fourier transform vanishing near 0. We now prove (2.6). The latter simply
follows from the fact that

|, b0ku)| < [[bv]| 2 ||Okullze < ClIBl Lal [Vl L2 ][V | e,
using again (2.7) and (2.8). Finally for (2.5), we write
a()0;0, = 0;(a(x)0k) — (9;a)(x)0k,

for which the contribution of the first term follows from an integration by part, and the contribution
of the second term follows from (2.6) since d;a € S0, O

A first consequence is the following.

Proposition 2.3. For all P satisfying (2.2) and such that

> llaje = djello.1.0 + [1bel1.0.0

3.k
is small enough, we have
1 —
SIVullZe < (Pu,u) < 2[VullZ:, (2.9)
1 _
5llAullze < |[Pullze < 2/|AullZ.. (2.10)

for all w € H?. In particular,
P>0. (2.11)
Proof. Tt suffices to prove the result when u € S. To prove (2.9), we write first
P = Dja;i(x)Di + (bi(x) — i0ja;r(x)) D.

Then
(Pu,u) = ||V’LL||2 + ((ajk — 5jk)Dku, DJU) + ((aﬁ- ZajaTk)u, Dku),

so that

(Puyu) = |1Vl < llaje — dnllz=|Vul[f2 + 1[br — i0jazl|pallull L2 [ Vul | 2,

gk

using the Holder inequality (2.7). We conclude (2.9) with the Poincaré-Sobolev inequality (2.8).
The estimate (2.10) follows simply from the fact that

Pu=—-Au+ (ajr(z) — 0;x)DjDru + br(x) Dyu,
and Proposition 2.2. O

We next recall the definition and some elementary properties of A the generator of L? dilations

eiTA(p _ 6%7—(,0(67—1'),



which is given by (1.6). We have the identities

iTA

r(d_d
Pler = G Dgll,  pel, ) (2.12)
0%l = a2, (2.13)

lle

which are convenient to prove the LP — LP or H® — H® boundedness of

11
1

+oo ) )
(kA=) /0 e e Adr, £Im(¢) <0, (2.14)

for suitable parameters &, (, s and p. For instance, if s > 0 is an integer, we have the useful estimate
le™ Aol < C(L+e™) llella:, €S- (2.15)

Lemma 2.4. There exists C > 0 such that, for all € R, k > 0 and { € C\ R such that
Im(¢)| > kl|r|, one has

C
A-)7t _— -

for all p € H" N L?.
Proof. We may assume that r > 0, otherwise we consider the adjoint. We consider the norm
[lullzr = lullz + ||| D]"ul],
and recall that
|ID|"(kA —¢)™' = (kA — ¢ —ixr) D], (2.16)

which follows from (2.14) (see [2]). This formula and the self-adjointness of A give
1
D|"(kA—¢)~! < —|||DI"
[ e LU I

so the result follows using || (kA — C)_1<PHL2 < Im(¢)| 7Yl 2 and |Im(¢)] =t < (JIm(¢)| — wr) L.
U

We now consider commutators with A. We recall the following standard notation,
ady P = P, adsP = [P, A], ady P = [ad’y ' P, A].

Here the commutators are defined in the sense of differential operators acting on Schwartz functions.
One easily checks that

i"ady P = ag.z)(m)DjDk + b,(cn)(x)Dk, (2.17)
with
a = 2-2-V)"au, b =(1-2-V)"b (2.18)



Proposition 2.5. For all n > 0, there exists C,, such that

llad% Pul|z2 < Co | D llagkllon + [1bell10n | 1Au]]z2, (2.19)
ik
for allu €S, aj, € S“4™ and by, € S0, In particular,

11 575k agi — djkllo,1,0 + |[bkl[1,0,0 is small enough, then
llad% Pul[z2 < Co | > llagkllon + [Bll10n | [1Pull L2, (2.20)
jk

2. if Z]k llajix — 0jkllo,1,1 + ||bk]|1,01 25 small enough, then

(u,i[P, AJu) > = (u, Pu), (2.21)

N |

forallu e S.

Proof. The estimate (2.19) follows from Proposition 2.2 and (2.18). If >7. llaje — k01,0 +
[16k]]1,0,0 is small then we may replace ||Au||r2 by ||Pu||z2 in (2.19) using (2.10), which proves
(2.20). To prove (2.21), we proceed similarly to (2.9) to show that (u,i[P, AJu) > ||Vul|2. (note
that i[P, A] is close to —2A) and use (2.9) to conclude. O

The estimate (2.21) is a positive commutator estimate which holds uniformly for all a;, by in
bounded subsets of S%™ and S™%" respectively and satisfying the smallness condition of item
2. In the same spirit, the estimate (2.20) means that ad’y P is relatively bounded with respect to
P with a fairly explicit dependence on the coefficients a;i, br. In the next proposition, we derive
some useful related estimates.

Proposition 2.6. For alln, ady P : S — L? has a bounded closure
ad3,P: H? — L2,
provided that aj, € S“4", by, € SVO". If in addition (2.2) holds and

> laje = 65xllo.1.0 + [1b&l11,0.0 (2:22)
Jik
is small enough, then for all integer j > 0,

Cn,j <Z>

— i — 1
|’adAP(/<;A+z) (P —2) HL2—>L2 Sm %;|ajk||0,1,n+|bk||1,0,n dist(2,]0,00))”

for all z € C\[0,00) and all 0 < k < 1/2. In particular, if the coefficients a;, by, belong to bounded

subsets of SO1" and SYO" respectively, and if (2.22) is small enough, then ad’y P is P bounded
and there is a constant C' such that

[ad5P(P+1) 7|2, < C, (2.23)

uniformly with respect to these coefficients.

10



Proof. The existence of the closure follows from (2.19). The prove the estimate, we write
adiP(xA+) I (P—2)" = adfP(-2)" ((rA+i) (P —2)”
—(kA+1i— 2i/<;)*jA(? — z)fl) )

using (2.16). We conclude by using (2.19) and the lower bound in (2.10) which shows that, for

k=01,

)\k k

= 02 . <Z> ’
dist(z, [0, 00))

o B —k — _
JARP = 27| e < C1[PYP = 2) 7|y < o A:ﬁé&)’m

the second estimate following from the Spectral Theorem and the fact that spec(P) C [0,00) by
(2.11). O

3 Weighted functional calculus

In this section, we investigate the L? — L? (and sometimes H~! — H') boundedness of operators
of the form -
(kA +1)""x(P) (kA +1)",

with P as in Section 2 and where y may be a bump function in C§°, or corresponds to (P — z)~!
ie x(a) = (o — 2)~!. The expression above is not well defined on L? for it can be applied only
to functions in Dom(A"™), but we shall see that it has a bounded closure. This kind of result is
well known, but the additional point we want to stress here is to which extent the norms of these
operators are uniform with respect to the coefficients a,, by defining P in (2.1). Since this is a
crucial tool in the proof of Theorem 1.2 (or, more precisely, of Theorem 5.3 below), we devote a
section to this topic.

The following lemma will be of constant use in the sequel.

Lemma 3.1. Foralln >0, allu € H®, with s > 0, and all K > 0 such that ks < 1, there exists a
sequence 0; in C§° such that, for k=0,...,n,

(kA +0)*0; — (KA + i), in H?,
as j — oQ.

Proof. Let first T; = %foj e~ Tel™Adt. By (2.15),

T; — (kA + i), strongly on H?,

and using kAet" 4 = —iLeitrA

(KA +i)Tj =T — e TerA on Dom(A),

where o
I —eJeidrd L, strongly on H*.

We can now prove the existence of §; by induction on n. The result is clear if n = 0. For n > 1,
the induction assumption allows to pick ¢; in C§° such that, for £ <n —1,

(kA +i)*p; — (RA+ i)y

11



in H%. We then define
0; =Tjp;-

Clearly, 6; belongs to C§° since the integral defining 7T is over a bounded interval. Furthermore,
since (kA + )% commutes with T}, we have, for k <n — 1,

(I’iA‘Fi)kej = Tj(liA—Fi)k(pj
= Ti(kA+9)F " u+o(l) — (kA +14)F"u.

Further, for k = n,

(kA+D)"0;, = (kKA+)Tj(kA+13)" y;,
= (KA+D)"rp; — eI (kAL D) T, —

and the result follows. O

Definition 3.2. If B : L? — L? is a bounded operator and n > 0 an integer such that
(kA+i) "B(kA+i)":S — L?,

has a bounded closure to L?, we denote by

Bioan=(kA+19)"B(kA+1)",
this L? — L2 closure.

Proposition 3.3. Let B be a bounded operator such that B, 4y exists. Then

1.
Bian(kA+49) ™" =(kA+14)""B.

2. If C is another bounded operator such that Cy 4., exist then (BC)y 4, exists as well and

Bn,A,nOﬁ,A,n = (BC)R,AJL-

Item 2 gives a rigorous sense to the formally trivial identity

(kA+1i9) "B(kA+ )" (kA+1i) "C(kA+1i)" = (kA4 1) "BC(kA + )"

Proof. To prove that 1 holds when applied to any u € L%, we use Lemma 3.1 to pick 6; € C§°
which approaches (kA + i) ™"u and such that (kA + 4)"6; approaches u, both in L?. To prove 2,
it suffices to show that, for all ) € S,

(kA +13) " BO(kA + )" = By 4.nCh,anth. (3.1)

Fix such a ¢ and let
u=Cyant=(KA+i) "C(kA+1i)"p € L*.

Choose 0; as in Lemma 3.1 so that §; — u and (kA +i)"; — C(kA + i)™y in L% Then, on one
hand

BH,A,’I’Lej - BN,A,nCn,A,nwa (32)
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and on the other hand,
(kA +11)"By anb; = B(kA+1)"0; — BC(kA + i)™, in L?,
so we get
Buanbj — (KA+i) "BC(kA+14)™),  in L?
which, together with (3.2), implies (3.1). O

For future purposes, we also record the following straightforward lemma which gives a precise
meaning to the formal expression

(kKA+4) "B(kA+1i)" = (kA+1) " (kA+49)" "B(kA+149)""") (kA +1).

Lemma 3.4. Let B be such that B, 4 and By, A n—1 exist. Then

Bn,A,n = (HA + i)_an,A,n—l(HA + i)v (33)

the right hand side denoting the L?> — L? closure of the corresponding operator defined on S.

We shall also need the following result.

Proposition 3.5. Let Q be a second order differential operator with smooth coefficients such that
Q and [Q, A], defined on S, have bounded closures

Q, [Q,A]: H* — L.
Then, for all 0 < € < 1/2 and u € H?, we have
(€A+i)"'Qu=Q(ecA+i) tu—e(eA+1)1[Q, Al(eA + i) tu.
Note that, by Proposition 2.6, any @ of the form adf;xP satisfies the assumptions of this propo-
sition.

Recall also Lemma 2.4 which shows that (eA+i)~! is bounded on H? so that Q(eA+i)~! and
[Q, A](eA + i)' are well defined on H2.

Proof. Choose 0; as in Lemma 3.1, such that (eA+14)0; — u and §; — (eA+i) 'u in H2. Observe
that
Q(eA+1)8; = (eA+1)Q0; + €[Q, AlY;,

and apply (eA +i)~! to this equality. The result follows by letting j — oco. O

Applying Proposition 3.5 with Q = P, and applying (P — z)~! to the left of the corresponding
identity we get:

Lemma 3.6. For all0 < e <1/2 and z ¢ [0, 00),

(€A+i) " (P=2)" = (P—2) " (cA+i) ' —e(P—2) " (eA+i) '[P A[(eA+i) " (P—2)"",

as operators from H? to L2.

13



This lemma is useful to prove the following identity (note that, compared to the formula in
Lemma 3.6, we swap the resolvents of P and A).

Proposition 3.7. For all ¢ € C§°, all K > 0 and all z ¢ [0,00), we have

11— —

(kA+i)" (P - Z)_l(KA +i)yp = (P- Z)_l’L/) +r(kA+i) " (P—2z)"
Proof. By the Spectral Theorem, we have

i(eA+i)"t =1, e—0

7

in the strong sense on L? but also in H? by (2.16). On the other hand, one easily checks that

i(eA+i)y Y rA+i)= L1+ (1 - f) (eA+i)™",
€ €

so using Lemma 3.6,

(P—2) (kA +i)i(A+i) " = (kA+i)i(eA+i) '(P—2)"'¢+
(k—e)(P—2)""(cA+i) '[P, Al(cA+1i) (P —2) v

Applying (kA +4)~! to this identity and letting € — 0, we get the result. O

Corollary 3.8. For all z ¢ [0,00) and all k>0, (P — z’);{4 | exists and is given by

(P-2) = P2 +arA+) (P -2 PAP -2

Notice that we do not need k to be small since this identity makes sense for operators on
L2. If we want this result to hold in the sense of operators from L? to H? we have to restrict to
0<kr<1/2

We next will prove more generally that (P — Z),:ix ,, exists for any n. We will proceed by
induction using Lemma 3.4.

Proposition 3.9. For all z ¢ [0,00), all 0 < £ <1/2 and alln >0, (P — Z)nixn exists and is a

141y

linear combination of operators of the form

! _— -
(kA+i)7(P-2) "' I] ((HA + i) Ivadly P(kA + i)~ (P — z)*l) :
v=1
where the product means composition of operators, from the left to the right increasingly in v (it is
Iifl1=0), and
OSZSTL, OSihjy,k'yS'ﬂ.

The coefficients of this combination are non negative powers of k times complex numbers which
are independent of k, z and P.
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Proof. We proceed by induction on n, the result being trivial if n = 0. To go from step n — 1 to n,
using Proposition 3.3 and Lemma 3.4, we have to show that B, 4 exists for operators B of the
form ,

(kA 40)7F, (ﬁ—z)_l, adiP(HA+i)7k(?—Z)_l.
This is trivial for the first one and follows from Corollary 3.8 for the second one. We thus consider
the third one, which requires x < 1/2 to ensure that (kA + )% maps H? to H?. By Proposition
3.5 (with € = k), we have

(kA + i)~ ad/, P = <ad§1P — (kA + i)—ladijlp) (kA +1)7Y,

which, by Proposition 3.3 and Corollary 3.8, shows that

—1

(adQP(KaA + i)_k(ﬁ - z)_1>K = (adilP — k(kA + i)_ladi\HP) (kA +14)7F (P - Z)H’A’l,

Al

which is a linear combination of products of operators of the expected form. O
We summarize the result obtained so far and derive somes estimates in the following proposition.

Proposition 3.10. There exists € > 0 such that, for all integer n > 0 and all M > 0, there exists
C > 0 such that for all coefficients aj, € SOV, by € S1O™ such that

1. (2.2) is satisfied

2. 32k llage = Gjnllo,,0 + |brll1,00 <€

8. >k agkllon + okl 1,00 < M
and for all z ¢ [0,00), all 0 < kK < 1/4, we have
n+1
7o co(—2 ) 3.4
1 =l = (Gt 4

Notice that we could consider 0 < k < 1/2, but we restrict to the case k < 1/4 to get a &
independent estimate in (3.4). We would otherwise get some positive power of (1 — 2x)~! in the
right hand side.

Proof. The result follows from the form of (P — z);lAn described in Proposition 3.9 combined with
the estimates of Lemma 2.4 and Proposition 2.6. O

Corollary 3.11. Fiz n > 0 integer, M > 0 and x € C5°(R). Then there exists C > 0 such that
for all coefficients aji, by satisfying 1,2 and 8 in Proposition 3.10, and for all 0 < k < 1/4, the

operator X(P)w, An exists and we have

HX(F)R,A,nHLz_,Lz < C. (35)

Proof. Tt is a simple consequence of Proposition 3.10 and the following Helffer-Sjostrand formula
(see for instance [13])

() = %/Cgi(z)(ﬁ— 2) " L(dz),

where L(dz) is the Lebesgue measure on C ~ R? and Y € C5°(C) is an almost analytic extension
of x, ie such that dx(z) = O(|Im(z)[*°) and X|r = x. O

We shall also need the following proposition.
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Proposition 3.12. There exists € > 0 such that for all n > 0 integer and all M > 0, there exists
C > 0 such that for all coefficients a;y, by, satisfying 1,2,3 in Proposition 3.10, we have

1P +1),aptills < Clllliz-, (3.6)

for allu € L? and all 0 < k < 1/4. Furthermore, if x € C§°, we have
[1X(P) a0l < Cllullzrr- (3.7)

Proof. Tt suffices to prove (3.6) since (3.7) would then follow from (3.5) and (3.6) using the identity

— — -1 <= — -1
X(P)R,A,n =(P+ 1)n,A,nX(P),»g,A,n (P + 1)R,A,n’

with X(a) = (a+1)?x(«), which is justified by Proposition 3.3. Let us prove (3.6). Using the form
of (P + 1);1A ,, given by Proposition 3.9, the result would follow from the estimates

H(ﬁ—&— 1)_1uHH1 < Cllullg-1, we L2, (3.8)
Hadf;vaHH,1 < C||v|lg1, ve H? j<n, (3.9)
H(/@A—i—i)_leHil < Cllw|| g1, we H'¥EL (3.10)

for some C' independent of the coefficients of P and . The estimate (3.9) follows from (2.5) and
(2.6). The estimate (3.10) is given in Lemma 2.4 in the + case, and is the adjoint of the H* — H!
bound on (kA —i)~! in the — case. Finally (3.8) follows from the bound

P+ 1)~ Y2ul|g < Cllul|lz2,  we L? (3.11)

(and the adjoint one) which follows in a standard fashion from (2.9). O

4 Elliptic estimates

In this section, we prove some elementary elliptic regularity estimates for (ﬁ + 1) (recall

—1
K,An
Definition 3.2). Everywhere we set

r = (d),
where 7(d) is defined by (1.4). We start with the following result.

Proposition 4.1. Let o € {0,1} and s be an integer such that 0 < s < r. Then there exists C
such that

llau||z:-o < Clal

or—o0l[ul| e, (4.1)

for alla € S°"=°0 andu € S.

The estimate (4.1) means that the multiplication by a behaves like a differential operator of
order o.

Proof. We consider first the case when s = 0 and o = 1. In this case, the result follows from

laul|g— < Cllaul| | 20, < Cllal|pallul] L2,
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by the Holder inequality. In the other cases, we have s — o > 0 and we proceed as follows. Observe
that, for any 0 < k < d/2,

ledlle <Ilell ¢ l191] 24 (4.2)

La=2r’
by the Holder inequality. Let |o| < s — 0. By the Leibniz rule,
10%(aw)[[z2 < C Y |1(07a)(@* Tu)]| 2.
<o
Since u € H*, we have
9%V € ge~lol+ = gothl < L#ﬁh\)y

the last inclusion being the usual Sobolev embedding (here we use that r < d/2). By the continuity
of this embedding and (4.2), we have

1(07a)(0% M u)l|2 < C[|07all _a_||ulla,

Lo+

from which the result follows (recall that o+ || < o+ |a] < s < 7). O

Using the self-adjointness of P, we obtain the following result for Sobolev spaces of positive or
negative order.

Corollary 4.2. For all integer n > 0 and —r < s < r integer, there exists C' such that

llad’s (P + A)ul|ga—r < C | Y [|aje — 6
ik

for allu € S and all aj, € SO™", by, € SUT1™ such that (2.2) holds.

0rn Okl =1 | [l resr, (4.3)

Proof. For non negative s, the result follows from Proposition 4.1 and (2.17)-(2.18). For negative
s, one takes the adjoint since i"ad’y (P + A) is (formally) self-adjoint. O

We next prove the following proposition which will be crucial in Subsection 5.1.
Proposition 4.3. Fiz an integer n > 0 and M > 0. There exists € > 0, kg > 0 and C' > 0 such
that if

1. ||ajr — 0jkllor0 + [|b&]]1,r—1,0 <€,

2. Magkllorn + [10k]l1rn < M,

3. 0 < k < Ko,

4. —r < s < r integer,

then the operator
(kA+i)"™(P+1)(kA+40)": S — H* ' N L2,

has a bounded closure H*t' — H*™1 denoted by (P +1)x,4,n,s which is an isomorphism between
H** and H*' and such that

[lul|ge+1/C < |[(P+ 1) anstllgs—1 < Cllul|gs+1, ue HoTh (4.4)
Furthermore, with the notation of Definition 3.2,

[|(P+ 1);,14,n“|’1{s+1 < Cllul|gs-1, we LPNH (4.5)
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Proof of Proposition. Observe first that
(kA4 "P(kA+9)" - P
is a linear combination, with coefficients which are universal constants, of operators of the form
K™ (kA +9)"™ad’} (P), m1 >0, 1<m<n.
Therefore, using Corollary 4.2 and Lemma 2.4 (with &(|r| + 1) < 1/2) we have
[[(kA+1i) " P(kA+1)"u+ Aul|gs—1 < C (e + kM) ||u||gs+1.

By choosing € and « small enough, we obtain the existence of the closure (P + 1), 4., s and the
fact that it is close to 1 — A in the H*t! — H*~! topology, hence is an isomorphism. We also get
(4.4). To prove (4.5) it suffices to show that

P+1) Y, =(P+1)sans) " on L2NH! (4.6)

K,Amn

and then use the lower bound in (4.4). One sees that (4.6) holds by checking that
(P+ 1), 4 (P4 D amsw =w, s—1>0,

(P+1)pans(P+1) Y ,w=uw, s—1<0,

for all w € S. This follows from Lemma 3.1 by approximating u = (P 4 1)(kA + @)"w in H*!
(hence in L?) in the first case, and u = (P +1)"!(kA +4)"w in H? (hence in H**!) in the second
case. g

5 Resolvent estimates

The purpose of this section is to prove Theorem 1.2. The proof will be divided into two steps. In
Subsection 5.1, we shall prove resolvent estimates for operators of the form (2.1) which are small
perturbations of —A, using a scale invariant analysis. In Subsection 5.2, we will prove Theorem
1.2 by combining a compactness argument and the estimates of Subsection 5.1, by reducing —Ag
to a compactly supported perturbation of an operator of the form (2.1).

5.1 Small perturbations

Throughout this subsection, P denotes an operator of the form (2.1) and, as before, P denotes its
H? — L2 closure which is self-adjoint on L? with domain H?. We shall basically prove weighted

estimates on (P — z)™™ seen as an operator from H~™ — H". The first step is to get L? — L?

estimates and is the purpose of the following proposition.

Proposition 5.1 (Jensen-Mourre-Perry estimates [22]). There exists € > 0 such that, for all
integer N >0, all M > 0 and all relatively compact interval I € (0,00), there exists C' > 0 such
that, for alln < N,

[[(A+i) " (P—2)"(A+i) "], <C.  Re(z) €1, Im(z) #0,
for all coefficients aj, € SOLNHL b € SLONFL gych that

1. (2.2) is satisfied
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2. 3255 laji = djkllo,in + [1bkll101 <€
8. 325 ajkllo vt + (bl [1,0,841 < M.

This result follows by tracking the uniform dependence on the coefficients of P in the proofs
of [22]. We simply point out that the smallness of ||a;r — djk|lo,1,1 and ||bg||1,0,1 guarantees the
positive commutator estimate

(PP A (P) > MU o )

for any y € C5°(R™), which follows from (2.21). The other ingredient is the uniform P boundedness
estimate (2.23).

In the sequel, we shall use the notation
a,(z) = a(e"x), T€R, z €RY, (5.1)

namely
4. = ei'rAaefi‘rA.
Here is the main property of the spaces S~
Proposition 5.2 (Scaling homogeneity). Let o € {0,1} and o < r < #(d). For all a € So"=>N
and T € R,

e |ar|lor—o,n = [lallo,r—o,N-

Proof. Observe first that
((z-V)"a), = (z-V)"(ar), (5.2)

either by a trivial direct computation, or by remarking that dilations commute with their generator.
Then
(- V)"(0%,) =€ ((x-V)"0%a)_,

and we see that

e™||(z - V)"0 (ar)]] =z - V)"9%l|

d d_,
LB Fo L 181+o

by an elementary change of variable in the integral when |3|+ o0 # 0, and trivially if |f|+0=0. O
We are now ready to prove the following theorem which is our main technical result.

Theorem 5.3. Let N :=7(d) + 1. Fiz a constant M > 0. Then, there exist € > 0 and £ > 0 such
that, for all aj, € SOT(DN+1 e SLHD=LNFL gych that

1. (2.2) is satisfied
2. 3k laje — 6kl
8. >k llaje — 0l
4- 25k gkl

we have the following estimates,

01,1+ [bkl]1,01 <€,

0,7(d),0 T ||b/€H1,F(d)71,0 <€,

0,7(d),N+1 + [br||1,7(a)—1,841 < M,
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e if1 <n<7(d)
154+ 8P = 2 (kA = )"0 |y < Clll oo (53)
e ifn=N andd is odd,

(54 + )N (P = 2)~N (54 — i) Ve|| . < CRe(2)"2lglus, (5.4)
o ifn=N and d is even, then for all 2d < q < oo,

(kA +0) "N (P = 2) N (kA — i) V||, < CyRe(z)" 7 |¢

LT’
all these estimates holding for
peSs, Re(z) > 0, Im(z) # 0.

This result can be viewed as a version of Theorem 1.1 for small perturbations of the flat metric.
Notice that the coefficients of the perturbation are taken in the classes %"~ which is a more
general condition than being in S7°7° as we shall see in Proposition 5.4. Note also that Theorem
5.3 holds for Re(z) small, which is its main interest, but actually for all Re(z) > 0 hence for large
ones too.

Proof. Tt is based on an scaling argument. Let A = Re(z) and write
P—z=XA"P—-1-1if),

where Ad = Im(z). Then, by setting
)\—1/2 —_ e'r7
and
P, = ajk7.,.(x)DjDk + eTka(z:)Dk,

where we use the notation (5.1), we have
)\71P — 671;TAP eiTA

and thus
— 1 B

(P—2)" =X\t AP, —1—ib) e (5.6)

By Proposition 5.2, the conditions 2, 3 and 4 hold for a;i - and e7by r, uniformly with respect to
7 € R. In particular, using Proposition 5.1, we have

(A48 (P —1—i6) " (A=) "] o> < Cur, (5.7)

forall T € R, § e R\0Oand 1 <n < N. Since this is an L? — L? estimate, (A £ i)~" can be
replaced by (kA £ 4)~™ therein, for any x > 0, up to the replacement of Cj; by a x dependent
constant. This will be useful to consider H~"™ — H" estimates as follows. Introduce x € C§°(R)
which is real valued and equal to 1 near 1. We then split the resolvent as

(Pr—1-i6)" = (Pr—1-i6) "1 —x*)(P:) +x(P-)(P- —1—1i5) "x(P,),
I(7,8) + I1(7, ). (5.8)
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We consider first I(7, ). By setting ®5(a) = (1 — x?(a))(a +1)"/(a — 1 — i)™, we can write

—n/2 —n/2

I(1,0) = (Pr +1) " ®u(P;)(P-+1)
Since @5 is bounded in L>°([0,00),) as ¢ varies, the Spectral Theorem yields
||@s(P)||p2—r2 < C, TeR, 6 €R\O0.
On the other hand, using (4.5), and also (3.11) if n is odd, we have
I(Pr+ 1) 2P| |gn <COll¢ll2, ¢ eL? TER,
We also have the dual H~" — L? bound and we conclude, using Lemma, 2.4, that
(KA +8)"1(r, 8) (kA — )", < Il

for all » € L?, 7 € R and § # 0. We next consider the second term of (5.8). By Proposition 3.3
and Corollary 3.11, we can write

(kA +14) "I(1,8) (kA — i) = x(P;)

(kA +14) ™" (P; —1—146) "(kA—i)"x(P-)"

K,An K,An’

We then observe that we have the estimate
|‘X(F7)K7A,n”L2*>Hn < Cn, T €R. (59)
This is obtained by writting x(a) = (a + 1)~[*/2e)(a) with [n/2] the integer part of n/2 so that

X(PT)H,AJL = (PT + 1)_[71/2]’[#(?7—)&‘47” : L2 - Hn’

K,Amn
by (4.5) and Proposition 3.3 if n is even or (4.5) and (3.7) if n is odd. Similarly, we have a
H~" — L? bound for X(PT): 1, Thus, using the L*> — L? bound (5.7), we deduce that
|[(8A +9)7"II(1,8) (kA = 0) "W | e < ClIEl -0,
and conclude that
054+ )" (Pr = 1= i8) " (5A = i) |y < Cllll»,

for all v € L?, 7 € R and § # 0. In terms of P, this estimate reads

where we recall that A = Re(z). We can get rid of the negative powers of A as follows. If n < N —1,
we have on one hand the Sobolev embeddings

JRlONG H™", H" c L"),

e RA+i) (P = 20) (KA =) 0| yur < CAT €T [ (5.10)

On the other hand, using (2.12) and the fact that A~! = €?7, we have
eiTAHqu(n)*)Lq(n) = 1 (511)

Thus, by turning (5.10) into a LP(™ — L") estimate and by using (5.11), we obtain (5.3). If
n = N, the same argument applies using the Sobolev embeddings with

AT ||eiTA||LP(")—>LP(n)

q(N) =00 if d is odd, q(N) = g with an arbitrary ¢ > 2d if d is even,
the only difference being that the left hand side of (5.11) becomes either A=/ or \=24/4, O

To apply Theorem 5.3 to perturbations of the Laplacian with coefficients in S™, we need the
following result.
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Proposition 5.4 (Symbol classes embeddings). For all 1 < r < 7(d), N > 0 integers and pu > 0
real, we have the continuous embeddings
Sf,ufl C Sl,rfl,N
S c  §onN

)

These embeddings are very convenient since the seminorms of the spaces S~ behave badly
under scaling, unlike S®" =%~ by Proposition 5.2.

Proof. We note first that
(z)~r~IBl=0 ¢ [TTFs.

Furthermore, by an elementary induction, one checks that (x- V)™ is a linear combination of x*9“
with |a| < n. Therefore, we have the estimates

Iz V)" %al| o < Ol (@)* " V(@ v)"0 ]| 1 < C‘gll@;||<x>“+”+‘ﬁ'+'a‘3a+ﬁallm,

which lead easily to the result. O

By this proposition, we see that Theorem 5.3 holds if the coeflicients of P are such that a;; —d;
and by, are small enough respectively in S~° and S~17°. We may also replace the weights (kA=4i)~*
by powers of (z)~! according to a classical procedure. This is the purpose of the following.

Corollary 5.5. Assume (2.2) and that a;i, — ;5 € S™F and by, € S—1=r. Assume also that
()10 (aju(2) — j0)] + (@) For110%b (2)| < e, (5.12)
for |a| < 7(d) + 1. If € is small enough, then for 1 <n < N :=7(d) + 1
o if 1 <n<r(d)
|[{@) ™" (P = 2)7"(@)7"¢|| oy < CllllLoem,
e ifn=N andd is odd,

[[(2)™N(P = 2)~" (&) N ol| L. < CRe(2)™2llelL1,

e if n= N and d is even, then for all 2d < q < oo,

()N (P = 2)"N(@) N ol| ., < CoRe(2)” 7 [|¢l]

-4,
La-1

for
peS, 0 <Re(z) <1, Im(z) # 0.
In particular, we may replace all LP, L9 spaces above by L? if we change (x)~™ into (x)~2"~¢, for

any € > 0.

Proof. This kind of result is standard so we briefly recall the proof. Note first that (5.12) implies
that items 2 and 3 of Theorem 5.3 are satisfied. Fix x € C§°(R) such that x = 1 near [0,1]. By
the Spectral Theorem and elliptic regularity

(1 =xP)(P—2)"",
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maps H~" to H", uniformly with respect to z, hence the appropriate Lebesgue spaces to their
duals by Sobolev embeddings. Thus, it suffices to consider

()™ (P —2) " "x(P) ()™, Re(z) € (0,1), Im(z) # 0.
By possibly choosing x of the form (? the result follows by writting
(@) " o(P) = ((2) "p(P) (kA +1)") (kA +14)7",
where we observe that, for all ¢ € [1, o0],
()" p(P)(kA+14)" : L9 — LY,

for it is a pseudo-differential operator with symbol in S~ (see e.g. [1, Prop. 2.1]). The replace-
ment of L7 spaces by L? after the replacement of (x)~" by (x)~2"~¢ follows from

[[{z) ™" 0]l < Cl|v][Lacm, (5.13)
by the Holder inequality (note that this works even for n = N and ¢(N) € (2d, oc]). O

In the next paragraph, we will also need the following result for Re(z) < 0.

Proposition 5.6. Under the same assumptions as in Theorem 5.3, we have the following esti-
mates:

o if1<n<i(d)
1P =2)7"¢]] ay < Cllellzoem, (5.14)
o if N=7(d)+ 1 and d is odd,
1P = 2V < CIRe() "Il (5.15)

o if N=7(d)+ 1 and d is even, then for all 2d < q < o0,

[P = 2)"N¢||, < CalRe(2)]~ 7 ligl] (5.16)

Last’
all these estimates holding for

pesS, Re(z) <0, Im(z) # 0.

Remark Since (kA +14)~! preserve all LP spaces for x small enough, we may replace (P — 2)~" by
(kA+13)"™(P —2)"™(kA — i)™ ",

for 1 < n < N, in the estimates (5.14), (5.15) and (5.16). In particular, this shows that the
estimates of Theorem 5.3 actually hold for Re(z) € R. Also, using (5.13), we may clearly turn all
the estimates of Proposition 5.6 into L? — L? estimates with weights.

Proof of Proposition 5.6. It is based on the same scaling argument as the proof of Theorem 5.3,
from which we borrow the notation. We write Re(z) = —A so that

(P—2)" =X\ P +1+i6) "
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the left hand side of which we write as
AT (P, 41 +06) e
We may then write

—n/2 P.+1 \" —n/2
(o) (5 ) (e

This operator is bounded from H~" to H™, uniformly with respect to 7 and ¢ (see (5.9)) and we
conclude as in the proof of Theorem 5.3. O

5.2 Non small perturbations

The purpose of this paragraph is to prove Theorems 1.1 and 1.2. We shall actually prove Theorem
1.2 first and then Theorem 1.1.

We start by doing some reductions.

We first choose suitable coordinates on R? such that we may assume that det G(z) = 1
outside a compact set. This is explained in Appendix A. We next conjugate in the usual way
our Laplacian to get an operator which is self-adjoint with respect to the Lebesgue measure: the
map u — det G(z)'/%u is unitary from L?(R%, dgx) onto L?(R%, dx) so —Ag is unitarily equivalent
to the operator

P = —det G(x)—l/48i (det G(m)1/2ij(x)aa ) det G(z)~1/4,

X5 Tk

which has a self-adjoint closure P, with domain H?2.
One may then clearly write

P=PFP+W,
with
Py = ajk(x)DjDk =+ bk(l‘)Dk7
and
W = xji(2)D; Dy, + Oy () Dy, + V (). (5.17)
such that
a;i — 655 is small enough in 5—57 by is small enough in 5’_1_5, (5.18)
and

Xjk,ek, Ve Cgo

By small enough, we mean in (5.18) that we may assume that the estimates of Corollary 5.5 and
Proposition 5.6 hold for Py. Here and in the sequel we denote by Py, P and W the H? — L2
closures of the corresponding differential operators which are a priori defined on §. In particular,
Py and P are self-adjoint with domain H? and, by unitary equivalence with —Ag, we have

P>0 and 0 is not an eigenvalue of P.

By the Spectral Theorem, it is sufficient to prove Theorem 1.2 with (P — z)~™ replaced by

n

Rj(z) :=¢(P)(P—2z) ", (5.19)
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for some
P e Cg°(R), ¥ =1 near 0.

It is also convenient to introduce ¥ € C3°(R) such that

i = .
Both are chosen with values in [0, 1].

Proposition 5.7. Let us set

Su(z) = W (Po —2)" ' w(P),

and

B'(2) = W(P)(Py — 2) "' (P) — W(P)(Py — 2)_ We(P)(Po — 2) W(P).
Then
Ry (2) = B'(2) + Sw(2)*R},(2)Sw(2), (5.20)
for all z € C\ R.

Proof. Tt is based on the resolvent identity, namely

(P-2"" = (Po—2)"" = (Po—2) W(FP-2)", (5.21)

= (Po—2)' = (P-2)"'WPy-2)"". (5.22)

The identity (5.20) is obtained by applying first ¢)(P) to the right of both sides of (5.21), then by

inserting (5.22) on the right hand side of the resulting identity and finally by applying ¥(P) to
the left and right. O

Our strategy is to show that one can make Sy (z) small enough (in operator norm on suitable
weighted L? spaces) by choosing ¥ (and hence ) with a small enough support around 0 and by
choosing z close enough to 0. To this end, we denote

z = A+ i, (5.23)

and introduce the decomposition

Su(z) = W(Po—ie) " W(P) + W((Po—2)"" = (Po—i) " )w(P).  (5.24)

Proposition 5.8. Fiz M >0 and v > 1. If supp(V) is contained in a sufficiently small neighbor-

hood of 0, then

[ TPy —ie) WP () |l aye < 50 €300

Proof. Tt suffices to show that, for some § > 0 as small as we want,
[T (Po — ie) " (P) ) ||,y < Ol BB @) ||,y (5.25)

since the norm in the right hand side goes to zero as the support of ¥ shrinks to {0}, for 0 is
not an eigenvalue of P. Recall that the classical trick is to choose a fixed smooth ¥; = 1 near 0
compactly supported and to write

U(P)(x) 0 = U(P) (U1 (P)(z)°)



where the bracket is compact and ¥(P) goes weakly to zero as the support of ¥ shrinks to 0, which
follows from the Spectral Theorem since {0} has zero spectral measure. The second order and first

order term of (5.17), namely W — V, have a rather simple contribution. Indeed, we note that
H(at}M(W—V)uHLz < C||Poul|z, u € H?,

using (2.3), (2.4) and (2.10) for Py. By the Spectral Theorem Py (P — i€) s uniformly bounded
on L? and thus

()M (W = V) (Po —i€) " 0 (P)(z)~"||1> < C|[¥(P) () || 12— 12

We now consider V' alone. Since {(x)MV has compact support, the Poincaré-Sobolev inequality and
(2.9) for Py yield

1) Va2 < Callullz < Cal[Vullga < Cs [Py *ull - (5.26)
We also observe that
1Pl < CIPY (5.27)
since, by the compact support of Vdet G(z) and the Poincaré-Sobolev inequality,
1P *ulf32 < 1|V (detGla) ™) ||} < Co ([ Vulle + [full2)* < Gl Va3
Therefore, by (5.26) and (5.27), we have
@) MV (P — ie) P *ul|p2 < Cllullp2, €>0, (5.28)
for all u € H2. On the other hand, by approximating (P)~/? by

—tP dt

1 n
Sn'ﬁ/o e 72

in the sense that P/ QSn — I strongly on L?, when applied to an H? function (see for instance
[2]), we deduce from (5.28) that

1@V (P~ ie) " W(P) (@) " llza1 < Coup 1S0¥ (P) (o) llza1o.

Since S,, commutes with \IJ(P), we shall obtain (5.25) if we show that, for some § > 0,

sup [[(2)° S (2) ™| 22 < 00,
n

By the usual heat kernel bounds for Ag (e.g. [11] and references therein) and the fact that the
Euclidean distance |« — y| is bounded from above and below by the geodesic distance dg(x,y), we

have B
=] (2,y) < Ct~ Y exp(—|z — y|?/Ct).

By integrating this estimate in ¢, we obtain that the kernel of ()5, (x)~° satisfies

0< [(@)Sul@) | (z,y) < Clo—y)lz—y|,
< Cla—y|" "+ fl—y),
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with f € L'. The convolution with f is bounded on L? hence so is the operator with kernel
f(x—y){y)°~", if § < v. We now consider the first term in the last line. By the Hardy-Littlewood-
Sobolev inequality, the operator with kernel

=y (),
is continuous on L? if § > 0 is small enough, since the convolution by | - |['~9+% maps L#%% into
L? and the multiplication by (-}~ maps L? into L7355 . This shows that ()08, (x) 0+ 0=) jg
uniformly bounded on L? and the result follows.

We consider now the second term of (5.24).

Proposition 5.9. Fiz M >0, v >4 and ¥ € C§°. Then, if eg is small enough, we have

<

[ (B2~ @y i) Ve P> <t

for 0 < |z| < ey (recall also the notation (5.23)).

Proof. Recall first the standard fact that W (P) preserves (z)~”, ie (x)”¥(P)(z) ™ has a bounded
closure on L? (this follows for instance from [1, Prop. 2.1]). Similarly (x)MW(Py + 1)~%z)" is
bounded on L? since (z) W has compact support and (P + 1)~! preserves polynomial decay. It
is thus sufficient to show that

@) (Po+1) ((Po—2) 7" = (Po—ie) ") ()™

By writing

Loge 0, |z| — 0.
-

z 1€

(ﬁ0+1) ((Po_z)_l_(ﬁo_ie)_l) - (P()_Z)_l_(P()_ie)_l—i_?o—z_?O_i6

i€

A ) p
= Po — pn—i€) 2dpu + — SR —
/0(0 a ) H Po—Z Po—ie

the result follows from the bounds in Corollary 5.5 for Py with n = 1,2, using in particular the

integrability in u of ||[(z) ™" (Po — p — i€)~2(x) V|| L2 2. O

Proof of Theorem 1.2. We first prove the theorem for some large enough v independent of n,
namely v > 2N. We shall see in the end of the proof how this implies the full result. So let us
assume that v > 2N. By Propositions 5.8 and 5.9, by choosing ¥ with support close enough to 0
and by restricting z to the region 0 < |z] < ¢y with €y small enough, we may assume that

[} Sw (2) (@) ™| o e < 1/2-
Therefore, by (5.20), we have
—v —v 4 —v —v
() ™" By (2) (@) " [[12 2 < Sl @) BN (2) (@) "2 12,

where we observe that the right hand side is bounded with respect to z: indeed, if we set more

generally
B"(z) = 0" 'B(2), 1<n <N,

Corollary 5.5 and Proposition 5.6 for Py show that we have
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o if 1 <n <7(d)
|[(z) 7B (2){@) ™| o,y < C
e if n=N=7(d)+1and d is odd,
(@) BY (2)(@) "] 1 12 < CRe(2)| 712,

e if n = N and d is even, then for all 2d < g < oo,

|[(2)~ BN (2) ()| | a2 < CqlRe(2)| "%,

for Re(z) # 0 and Im(z) # 0. We also have the same estimates for (x)?97~1Sy(2)(x)™". In
particular for n = 1, this shows that

||<x>*”R11/J(z)<x)*”||LzﬁLz <C, 0 < |z] < €.
For n > 2, we proceed as follows. By applying 97! to (5.20), we obtain
(@) R (2)(x) ™ = (2) VB (2){w) ™" + (&) Sw(2) Ry (2)Sw () (x) 7,

where, by an elementary induction, we see that B™(z) satisfy the same estimates as B™(z). There-
fore

@) Ry gz < 5l B ) ™ s

where the right hand side satisfies the expected estimates. We thus get the result with v > 2N
foralln =1,..., N. To see that one can choose v > 2n, we proceed as follows. Fix M > 2N and
write, by (5.20),

(@) Ry (2)(2) ™" = (2) 7B (2){x) ™" + (2) 7" Sw (2)" ()™ (@) "M Ry (2) (@) M) (@) Sw () () 7.

We observe in this identity that (z)~™”B!(z)(z)~" is bounded with respect to z, by the resolvent
estimates for Py. The same holds for ()M Sg (2)(x) ™" since (z)™ is harmless for W has compactly
supported coefficients. Therefore, the boundedness of (x)~M Rb(z)(z)*M proved above gives the
result for n = 1. For n > 2, we differentiate n — 1 times with respect to z and proceed as before.
(]

Proof of Theorem 1.1. We may again replace (P —z)~" by its spectrally localized version (5.19)
since (1 —)(P)(P — z)~" maps H~" to H", with bound independent of z for small z, and thus
satisfies the expected LP — LP" boundedness. Let us consider first n = 1. Then p(1) = 2, and
q(1) = 2* (recall that 2, = 2d/(d + 2)). We start with (5.20) in which we observe that

|(kA+i) 1B (2) (KA — i)Y |p2u Lp2r <O, 0< 2| < 1. (5.29)
The estimate (5.29) follows from
(84 + )7 (Po = 2)7 (A = ) |2 e <C, [Re(2)| <1, (5.30)
by Theorem 5.3 and Proposition 5.6 for Py, and from
[[(kA+3) PO (P) (KA + )| p2r _ g2 < 00, (5.31)
[[(kA — )W (P) (KA +)|| 2+ _ 2. < 00, (5.32)
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as well as the adjoint estimates or similar ones with ¢ instead of ¥. The estimates (5.31) and
(5.32) follow easily from the fact that W(P) and 1 (P) are pseudo-differential operators (see [1])
with symbols in S~ (R? x R%) and the fact that W has compactly supported coefficients. We also
have, for any v > 2,

1(2)* U (P)Sg (2)(kA — i) Moo mp2 < C, [Re(2)] < 1, (5.33)

by (5.30) and the estimates

|[{x)" U (PYW (KA +1)||f2r 2 < 00, (5.34)

[[(kA — )T (P) (kA — i)"Y |p2e p2n < 00, (5.35)

which follow again from the fact that ¥(P) is a pseudo-differential operator of order —oo and the
compact support of the coefficients of W. Therefore, by (5.20) where one can replace R11b (2) by

\I!(?)R}p(z)\lf(ﬁ) in the right hand side, and by (5.29) and (5.33), we obtain
(54 + )7 R (2) (6A — 1)l g < C (14 &)~ RY(2) @) Nl i2)

so the result follows from Theorem 1.2. For m > 2, we proceed by induction as in the proof
of Theorem 1.2 by applying 977! to (5.20). We omit the details but rather point out that the
analogues of the estimates (5.31), (5.32), (5.34) and (5.35) associated to g(n) don’t cause any
trouble when ¢(n) = ¢(N) = oo since they involve pseudo-differential operators of order —oo (but
no zero order pseudo-differential operator) which are bounded on all LP spaces for p € [1,00]. O

6 Local energy decay

The purpose of this section is to prove Theorems 1.3 and 1.4. For convenience, we work with the
self-adjoint realization P on L?(R%, dz) of

P = —det G(x)_l/‘l% (det G(a:)l/Qij(x)%) det G(x)~ 4,
J :

which is unitarily equivalent to —Ag on L?(R?, dgz).

6.1 Spectral localization

Let m > 0 be a real number and o« = 1 or 1/2. In this paragraph, we define U(t) by
U(t) — eit(F+m2)“7

which will allow to cover simultaneously the Schrédinger (m = 0, « = 1), Klein-Gordon (m > 0,
a = 1/2) and wave equations (m = 0, a = 1/2). Our purpose here is to reduce estimates on such
flows to spectrally localized estimates. Actually, the result of this subsection only uses that U(t)
is some bounded function of P and nothing else.

Consider a dyadic partition of unity

1= B\ + > p27F)) (6.1)

k>0
= Po(A) + 2(N), (6.2)
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defined for A near [0, c0), with
Dy € C§°(R), v € C5°(0,400).
We also select ¢ such that
P € C5°(0,+00), 1 =1 near supp(p). (6.3)
It will be convenient to denote
Ey(h,t) = (z)""U()p(h*P){x) ™",
and

ev(h,t) = ||Ey(h,t (6.4)

) | |L2~>L2 :
Our main purpose here is to show the following proposition.
Proposition 6.1. For all v > 0 and M > 0 there exists C > 0 such that
v v 112 =\ 112 —._ 2
(@) @U@ ullz <C S e t)? (|[0Pyul . + 2|1+ P)~/2ul[1,)
h2=2-Fk
for allt € R and u € S(R?). Here ® is defined in (6.2).
As a corollary, we obtain the following estimate which we shall use in Subsection 6.3.
Corollary 6.2. For allv > 0 and s € R, one has
()~ ®(P)U () (@) "u]| 2 < Cls ( sup hwh,t)) s
he(0,1]
for allt >0 and u € S(R?).
Proof of Corollary 6.2. By the Spectral Theorem, we have
=l PYull > < Cl[(h2P)(1 + P)*/2ull s,

for all u € L?. Since ||(1 + P)*/?u||z> < C||u||g+ by classical elliptic estimates, we obtain, by
almost orthogonality,

> AR Pullia < Cllulff.. (6.5)
h2=2—k
On the other hand, by Proposition 6.1, we have
(@) P @) ullz <C S0 enlht)?h2 (B2 [e(h2Pul 1 + B2 Jul[ ) -
h2=2-F

Choosing M > 2|s|, we have Y, hM =25 < oo, ||u||g-» < ||u||g- and we conclude using (6.5). O

We now consider the proof of Proposition 6.1. Write first
()" ®(P)U(t){z) "u = Z E,(h,t)u,
h2=2—k

where the sum converges weakly (and actually in L? by the analysis below). We will need the
following result.

30



Lemma 6.3. For all M > 0, one has
@(h*P)(x)~"(1 = (h*P)) = hMp(h*P)(x) ™" Ras (h),

with

[Rar (R) (L +PYM?||,, . <C,  he(0,1].

Proof. By (6.3), we can select ¢ € C§°(0,+00) such that
pp=¢ and 1 =1 near supp(p),
and thus write o o o
e(h*P)(z)™" = p(h*P){x) ™" ((x)"@(h*P)(z)™").
The result follows then from the fact that, for all M,
|[((@) @(h*P)(z) ™) (1 = p(W*P) (1 + PYM?|| o o < Cuh™, he(0,1],

by pseudo-differential functional calculus (e.g. [1]), since all terms of the pseudo-differential ex-
pansion cancel because ¢ and 1 — @ have disjoint supports. O

Proof of Proposition 6.1. By Lemma 6.3, we have
Ey(h,t) = $(h*P)E, (h,t)(h* P) + h™ Rag, ()" E, (h, ) (h* P) + h™ B, (b, t) Rag,u (),
and the result will follow from the estimates on each term given below.

1. Ist term. By almost orthogonality, we have

2

> w(PP)E,(ht)p(h*Pul| < C > [|Ey(h, t)(h*P)ul[3,
h2=2—k L2 h2=2-k
< C Y en(ht)?[[p(B*Pyul[..
h2=2—k

2. 2nd term. Since ||Rar,p(h)*||2— 2 < C by Lemma 6.3, we also have

| > BMRar (W) Ey(h )y (h*Phul| . < C > BM||Ey(h, t)(h*Phul| .,

h2—92—k h2—2—k

1/2
c( > ey<h7t>2uw<h2p>uu;> |

h2=2-k

IN

by the Cauchy-Schwarz inequality since Y ,2_o— h*M < cc.

3. 3rd term. By Lemma 6.3,

| > BME,(ht)Raru(h)ul| < C Y hMey(h,t)]|(1+P)" M ul| 2,
h2=2-k h2=2-Fk
1/2
< C( > hMeu<h,t>2||<1+P>—M/2u|%2> :
h2=2—Fk

again by the Cauchy-Schwartz inequality since Y ,2_,— M < oco.

The proof is complete. O
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6.2 Semiclassical estimates

To prove quantitative decay rates for the Schrédinger group, we shall use integration by parts in the
Stone formula. For this purpose, we need to estimate powers of the resolvent. In this subsection,
we show that, if one has semiclassical estimates for the resolvent, then one has estimates for its
powers. For simplicity, we will only consider the square of the resolvent, but higher powers can be
treated similarly.

We introduce the usual notation

R(z,h) = (h*P — 2)~2.

Throughout this subsection, Jy € (0, 00) will be a relatively compact interval satisfying the follow-
ing condition.
Assumption A. There exist a real number vy > 0 and a function F : (0,1] — (0, +00) satisfying

F(h) 2 b, (6.6)
such that, for all v > vy and all open interval J € Jy,

(z) " R(z, h){x) || 1212 < CyyF(h),  he(0,1], Re(z) € J. (6.7)

Without any condition on G, such estimates holds with F(h) = Ce®/" ([6, 7] and [8]). When
the geodesic flow is non trapping, one can choose F(h) = C/h [32, 40, 16, 31, 38]. In some cases
where one has weak trapping one may take F'(h) = C|log h|/h or polynomial powers of h =1 [26, 28].

Our purpose here is to prove the following.

Proposition 6.4. If Assumption A holds then, for all v > vy and all interval J € Jy, there exists
C > 0 such that

{2) ™" R(2, h)* (@) ™" M| 22 < CF(R)?, (6.8)
for all h € (0,1] and all z such that Re(z) € J.

The principle of the proof below is well known (see [20] and [21]) but we recall the main steps
to emphasize the behaviour with respect to h (the previous works addressed either the case h =1
or the high energy limit for potentials, which is a non trapping case). The approach is based on

microlocal parametrices of the semiclassical Schrodinger group e‘”hﬁ, from which we recover the
resolvent by

. +oo o
R(z,h) = % / et/ he=thPar - +Im(z) > 0. (6.9)
0
It is convenient to record the following elementary lemma.

Lemma 6.5. Let A(t), B(t) be bounded operators on L?(RY), strongly continuous with respect to
t and such that, for some N > 0,

IAONzz 22 +IB@)l[r2—r2 <CHY,  teR

/Oioo e'te </Ot At — s)B(s)ds> dt = </Oioo e“%(t)dt) (/Oioo eitCB(t)dt> ,

provided that

Then

+Im(¢) > 0.
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We will use the well known Isozaki-Kitada parametrix, introduced first for potential scattering
(see [19]). Here we need it in the metric case with a semiclassical parameter. In this context,
we refer for instance to [1] for the details or proofs of the statements quoted below, in particular
Lemma 6.6. We recall only what is necessary for the proof of Proposition 6.4.

Denote by Sscat (11, —00) the set of smooth functions a on R?¢ such that, for all M > 0,

0208 a(2,€)] < Capar{w)*11(6) ™,

where the best constants Cpgpsr are seminorms for which it is a Fréchet space.
Given real numbers R > 0, o € (—1,1) and any interval I € (0,400), one defines the outgoing
(4) and incoming (—) areas by

I*(R,1,0) = {(2,€) € R* | |a| > R, [¢]* € I, - &> olz]l¢[}-

It turns out that, for any I and o as above, one can choose R large enough so that one can solve
the following eikonal equations

Vap™ (2,€) - G2) ' Vo™ (,€) = [€],

for (x,¢) € T*H(R,I,0) with solutions which are close to the free phase z - ¢ (i.e. the solution if
G = I) in the sense that

‘85‘8?((,0i(m,£) —x- f)‘ < Ca,g(m)l_”_lal, (z,¢) € Fi(R, I,0),

where p > 0 is the same as in (1.1). One can then define the following Fourier integral operators

Js(a®)u(z, h) = (2h) ¢ //eﬁwi(’”f)_y‘f)ai(x,§)u(y)dyd§,
for symbols such that
a® € Secar (0, —00), supp(a®) e TE(R, I,0).
We can now give a form of the Isozaki-Kitada parametrix.

Lemma 6.6 (Isozaki-Kitada parametrix). Fiz two intervals I € I' € (0,400). Then, for all R
large enough and all

XT € Ssear(0, —00), supp(x*) ¢ TE(R,I,-1/2),
we can find, for all M > 0, symbols
at (h) € Secat(0, —00), supp(az;(h)) C T*(RY4, I',—9/10),
bi;(h) € Sseat(0,—0),  supp(by;(h)) C TH(RY2 T, -3/4),
ri(h) € Sscat(—2M, —0),
bounded with respect to h in their classes, such that
1.
e~ P\H (@, kD) = Jy(ad;(B)e™ ATy (b (h)" + hM e P rt (2 hD, h)

t —
+hM [ e t=DRP B (5 h)ds,
0

with By, (s, h) strongly continuous with respect to s and such that

[[(@)M B (s, B) (@)™ || o, < Cls)™™, 5>0, he(0,1].
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2. (Adjoint case)
X" (@ hD)e ™ = T (b (h) e AT (apg ()" + hMry (2, hD, h)e P

¢ _
+hM/ By (—s, h)e =P s
0

with By, (—s, h) strongly continuous with respect to s and such that

H<x>MB (—s,h){z MHL2 L2§C(s>_M7 s>0, he(0,1].

We simply point out that this lemma gives good approximations for ¢ > 0 only, which will be
sufficient for us. There is of course a similar statement for negative times by exchanging 4+ and —
everywhere.

We also mention that the symbols ai,(h) and bi,(h) are finite sums of the form 3 h/ c?t with
¢j € Sscat(—J, —00) independent of h. The following lemma will thus be useful to estimate the
leading terms of the parametrix. Again, we consider only positive times.

Lemma 6.7 (Free propagation estimates). Let pu3 > pe > 0 be real numbers, I € (0,+00) an
interval and o € (—1,1). Then, for all R large enough and all symbol c* satisfying,

¢t € Secat (0, —00), supp(ct) c TH(R, I, 0),
we have
1.
‘|<x>_“1eithAJ+(c+)*<x>“2" < C(eyrz=r, t>0, he(0,1],
2. (Adjoint case)
|[(z)F2 T (c7)e™h B (@)~ || < Oy, >0, he(0,1].
We refer for instance to [20] or [1] for a proof of this lemma, which is fairly elementary and

follows from integrations by parts in the (explicit) kernel of the operators for integers 1, uo and
then by an interpolation argument for real ones.

Proof of Proposition 6.4. We may assume that Im(z) > 0, otherwise one takes the adjoint. By
the Spectral Theorem, it is sufficient to prove a O(F(h)?) upper bound for

d(h*P)R(z,h)? = R(z,h)p(h*P)R(z, h),

with ¢ € C§°(0, +00) which is equal to 1 near the interval J where Re(z) lives. Let y € C§°(R?)
such that x(z) =1 for |z| < R, with R to be chosen below according to Lemmas 6.6 and 6.7. Then
¢(h*P)R(z,h)* = R(z,h)¢(h*P)xR(z,h) + R(z,h)p(h*P)(1 — x)R(z, h). (6.10)

Since, for any M > 0, there exists C' > 0 such that
||(2)M p(h2P

x@M|| ... <C, he(0,1],

the F'(h)? upper bound for the first term in the right hand side of (6.10), weighted on both sides
by (z)~v~1, follows easily from (6.7). Note that the extra power ()1 is useless for this term. In
the second term, we use the following pseudo-differential expansion (see [1]): for all M > 1,

$(W*P)(1—x) = > Wx}(x,hD)+ Y Wx; (x,hD)+h™Rus(h),
j<M j<M
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where, if I € (0, 4+00) is a neighborhood of supp(¢) and R is large enough,
in € SSC&t(_ja_OO)7 SUPP(XJi) € Fi(R7]7_1/2)7

and

|[(@)M/2 Ry (h)()M/?||,0 . <O he(0,1).

—L2

By choosing M large enough, the contribution of Rys(h) is treated similarly to the one of ¢(h?P)x
above, so we are left with the study of terms of the form

<x>_”_1R(z, h)xi (z, hD)R(z, h)<x>_”_1.
The idea is to use Lemma 6.6 for
R(z,h)x*(z,hD)  and X~ (x,hD)R(z,h),

by expanding R(z,h) via (6.9), with ¢ > 0 since Im(z) > 0. We consider x*. By Lemma 6.5 and
item 1 of Lemma 6.6, we have

R(z, h)x* (2, hD) = Jy (af; () (=h*A — 2) " T4 (b1, ()" + WML R(2, h) R, (h),

where oo
R, (h) = hrdy (2, hD, ) + /O et /h B (1 B dt,

satisfies

(@) Ry, (h)(@)™/3] ., <C, he(0,1].

The contribution of R}, (k) is thus similar to the one of Ry(h) and ¢(h*P)x above. We then
consider
(z)~v1 <J+ (al; (B)) (=h2A — 2)~1T, (b1, (h)) ) R(h, 2){z)~"" .

Choose v’ such that
vy < v <.

Then, by Assumption A,
(@)™ R(h, 2)(z) """ || < CF(h), h € (0,1].

On the other hand, using item 1 of Lemma 6.7, (6.9) for —A and (6.6), we have

’

IN

Cht,
< CF(h).

@) (7 (@t () (=028 = 2714 (0 (1)) ()

L2—L2

Here we use the additional fact that (z)~"~J,(ai,(h)){z)’** is bounded on L%, uniformly in
h. All this shows that |[{(x) V"1 R(z,h)xT (2, hD)R(z, h){(z) |22 is bounded by CF(h)2.
The same analysis holds for x~ using the Adjoint Cases in Lemma 6.6 and Lemma 6.7 and this
completes the proof. O
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6.3 Time decay

In this paragraph, we prove Theorem 1.3 and Theorem 1.4.
The following proposition will give the contribution of the low frequencies.

Proposition 6.8. Let m > 0 and x € C§°(R,R). For each t € R, let p1(\) denote any of the
following functions

1/2 sin (t|)\|1/2)
x(eos (X)X

1/2

X(WeT, (e

Then, for all v > 2(7(d) + 1), there exists C such that

[[(@) ™o (P) (@) || o, SCHTD, teR (6.11)

Remark. We note that the L? — L? estimate of this proposition can be turned into a H—* — H*

estimate for all s > 0. Indeed, one can write

@i(P) = X(P)e:(P)X(P),

with }¥ € Cg§° such that Xx = x, and use the fact that for any v > 0

(@) "X (P)(z)" : L* — H,
is bounded (which follows for instance from the form of Y (P) given in [1]).

We quote the following result whose proof can be found in [30].

Lemma 6.9 (Stone’s formula). For all compactly supported continuous function p € C(R), one
has
_ 1 _
P) = lim — A) Im(P — X —i6) ' dA
#(P) =lim - [ #(A) T i0) " dA,

the limit being taken in the strong sense. Here ImB = BEZB*

Proof of Proposition 6.8. Denote for simplicity » = 7(d). In the first case, r integrations by part
in the integral yield

t"/ 0:(NIm(P — X —id) " td\ = (—z‘)r/ e AL (x(WIm(P — A — i) ") dA. (6.12)
R R

By Theorem 1.2, the first r derivatives with respect to A of (P — X £i8)~! are integrable near 0,
in the suitable weighted spaces, with uniform bounds in §. Thus the right hand side of (6.12) is
bounded uniformly with respect to § and ¢ and the result follows by using Lemma 6.9. The second
case is similar, once we have noticed the following points. Since P is non negative, we may modify
X as we wish on (—o0,0) without changing the operator ¢;(P). In particular, we may assume that
x is supported in {\ > —m?/2} and then

=\ it(Ptm2)1/2 -
oi(P) = x(P)e"™Tm) " = 5,(P),
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with @¢(A) = x()\)e_it()““m?)l/z. The result follows again by integrating by part, using
teitOFm)? 2i(A+ m2)1/25>\e*“(>‘+m2)1/2

on the support of x where A +m? > m?/2. In the last two cases, we need to work a little bit more

since we shall have boundary terms in the integrations by part. We treat the last case, the third

one being similar. By setting -
Bs(A) = x(\)(P = A —id) ™",

and by the change of variables A = +x2 on R*, we have

sin(¢[A|*/2 _ - oo , .
/R|(§\||1/|2)X()\)Im(P—/\—2(5) dX = 2/0 sin(tp)Im (Bs(u?) + Bs(—p?)) dp. (6.13)

By r integrations by part as before, ¢ times the right hand side of (6.13) is a linear combination
of boundary terms of the form

t"Im((P —i6) *)x9(0), 0<m+k<r, (6.14)
and of integrals of the form
(oo}
/ ety @) (£42)Im (P £p®—i6)"" 1) dp, (6.15)
0
with everywhere
0<j,k<r, 1>0, and [ >1 when k=r.

By Theorem 1.2, the integrals (6.15) are uniformly bounded with respect to ¢ and ¢ since the
resolvents are bounded (once weighted according to Theorem 1.2, as will be implicit throughout
this proof), except perhaps when k = r in which case they are at most of order |u|™!, but this is
controlled by the term u! with I > 1. To complete the proof, it suffices to show that the boundary
terms (6.14) are bounded with respect to ¢ and ¢. This is clear if m = 0 since k < r then, and the
resolvent to this power is bounded near the origin. It remains to show that (6.14) goes to zero as
0 — 0 if m > 1. Indeed, by writing

_ 5 (™2 _ _ _

Im((P —i6)™") = f/ (P —5e')~F1etdo,
2 —m/2

and using that k < r — 1, we see that the limit is zero as 6 — 0 since we have a uniform bound for

the resolvent inside the integral, since k + 1 < r. The result follows. O

Proof of Theorem 1.3. We study first the Schrodinger equation. We consider the second half of
the partition of unity (6.2). Using Proposition 6.4 and the same integration by parts trick in the
Stone formula as in the proof of Proposition 6.8 (which is now simpler since we have no boundary
term and no singularity), we see that if N is large enough, then

(@) Ve " Po(h?P)(a) V|| .. < C&) "2, teR, he(0,1].

By interpolation between this bound and the trivial bound ||e*itﬁcp(h2? < C, we see

that, for any 6 € (0, 1),

)HL2—>L2

(@)=Y e~ P o(hP) (@) V|| 1o _pa < OO, tER, he (0,1,

Fix v > 0 and choose 6 such that v = N6, we then have the following alternative:
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1. in the region where e©/"(t)=%/2 < 1, we have

(@) e P o(h?P)(a) || a2 < C{t) 702,

2. in the region e“/"(t)=%/2 > 1, we have log(t) < 2C/6h so we obtain
h® < C(1+log(t))™*,
and have anyway the trivial bound
|[{2) e P o(h?P)(2) || ;a_ . < C.
This discussion shows that
| [(@) ™ e P o(h?P)(a) ™" || . < C(L+1og(t) ™, teR, he(0,1],

and we conclude using Corollary 6.2 and Proposition 6.8 to handle the low frequency part. More
precisely, for the latter, we interpolate between (6.11) for x = @y (see (6.2)) and the trivial

bound ||®q(P)e~ " ||;2_ 12 < C to be able to use the weight (x)~, in which case we still have a
polynomial time decay rate hence a logarithmic one.

The proof is completely similar for the wave and Klein-Gordon equations, using only the addi-
tional fact that, if ®® = & and ® = 0 near 0,

()Y (P)(P +m?) "/ (z)”

is a bounded operator from H?® to H*t! for any fixed v > 0, m > 0 and s € R.
O

Proof of Theorem 1.4. By the non trapping assumption, we have the semiclassical estimates
(see [40, 31])

(@)~ (h?P)e™ P (@)~ ,_,, <CH)™,  teR, he (0,1,

provided that
0<s<uw.

In the non semiclassical time scaling, this gives
1)~ @ (B*P)e™ P () ™"|| 1o 1 < Clt/R) ™ < CO(1) ™,
which, using the notation (6.4), shows that
h=%e,(h,t) < C{t)~°, teR, he(0,1]
Using Corollary 6.2, we obtain
1)~ @ (P (@) 7| - pe < OO
Since we may assume that 2(7(d) + 1) < s < v, the right hand side decays faster than (t)~"(%) so

the conclusion follows from Proposition 6.8 and the remark thereafter. g
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A Change of coordinates

In this appendix, we recall how to choose a smooth diffeomorphism y : R — R? such that x*G
has determinant 1 outside a compact set and is still a long range perturbation of the Euclidean
metric. Recall that, if G = (G’¥) then,

X'G = (GF(y) = Tac,(x) (G F@)Jac, ()", y=x(@), (A1)
where Jac, () is the Jacobian matrix of x at x. We shall show the following.

Proposition A.1. Assume that 0 < p < 1. One can choose a smooth function ¢ : R* — R such
that, for some C' >0

1. for all x € R?,
C < d(x) < C,

2. ¢ — 1 is a symbol of order —p, ie
105 (9(x) = 1)| < Cafa)—71,

3. The map x defined below is diffeomorphism from R? to R?,

x(z) = ¢(2)z,
4. for all |x| > C,
det(G7 ()% = ()" (¢(x) + - Vo(2)), (A.2)
= det (Jacz(x)) - (A.3)

5. The metric G defined by (A.1) is a long range perturbation of the Fuclidean metric, ie

|0y (éjk(y) —8k)| < Co(y)=Pled,

Proof. We first solve (A.2) for |z| > R, for some R > 0 to be chosen. Since G is a long range
perturbation of the Euclidean metric, we have det(G)'/? =1+ §, with § € S~7. By the change of
unknown function ¢" = ¢, (A.2) reads

o+ % Ve(z)=1+06), |z| >R (A.4)

This is a transport equation which is easily solved using polar coordinates; the solution which is
equal to 1 on |z| = R is given by

|z|/R dr
o) =1+ n/ 5(96/7)—7_n+1, |z| > R. (A.5)
1

It is well defined for any R > 0 and is clearly smooth. We shall choose R large enough to guarantee
that ¢ is close enough to 1 and thus that ¢!/™ is still smooth. Indeed, we have |z|/7 > R on the
interval of integration, thus

[p(z) =1/ < sup [6(2)], [z = R,
|z|=R
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where the right hand side goes to zero as R — oco. By multiplying ¢ by a smooth cutoff with values
in [0,1] which equals 1 near infinity and 0 near {|z| < R}, we obtain a new function ¢ defined
on R? such that |p — 1] < 1/2 everywhere which satisfies (A.4) for a larger R. Furthermore, by
choosing R large enough, we may even assume that

N W

5 < o) + 2 Vo() < (A6)

5 =
We next check that ¢ —1 € S77. Since this is a condition at infinity, it is sufficient to consider the
expression (A.5). Using that d(z) < C|z|~* we have,

e C [ r°
lo(x) — 1] Sn/1 |6(x/T )|7-"+1 < |$|p/1 mdﬂ

where the last integral is finite since p < 1. It is then not hard to check that

102 (p(x) = 1) < Cala| 71, Ja| > R,

) =
by showing by induction that 9%(¢(z) — 1) is a linear combination of a symbol of order —|«| —
/R

and of terms of the form s, (z) [, el (076)(x/7)r~ "~ 1=1ldr with s, a symbol of order |y| — |a,
for 9| < [a].

Setting ¢ = /™, we get a function satisfying the items 1 and 2, as well as (A.2). We now
prove item 3. It is not hard to check that x is a diffeomorphism if and only if, given w € S¢~1, the

map 7 — 7¢(rw) is diffeomorphism from RT onto itself. The derivative of this function is
11 X
d(rw) + rw - Vo(rw) = p(x)» (go(x) +o Vap(x))zim )

so the result follows from (A.6) and item 1. To prove (A.3), one simply observes that
Jacy(x) = ¢(2)Iq + Vo (z)Tx

where the first matrix in the right hand side is scalar and the second matrix has rank one. The only
possible non zero eigenvalue of the latter is given by its trace which is - V¢ (z). The calculation
of the determinant is thus easy and shows that (A.3) coincides with the right hand side of (A.2).
Finally, since Jac,(x) — I is a matrix with entries in S™° then so is the right hand side of (A.1)
and item 5 follows from a simple induction on |a| using that (z)~* ~ (x(x)) =" (ie their quotient
is bounded from above and below) and [0%x(z)| < Cqy(z)* 1%l for |a| > 1. O
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