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#### Abstract

A superlinear convergence bound for rational Arnoldi approximations to functions of matrices is derived. This bound generalizes the well-known superlinear convergence bound for the CG method to more general functions with finite singularities and to rational Krylov spaces. A constrained equilibrium problem from potential theory is used to characterize a max-min quotient of a nodal rational function underlying the rational Arnoldi approximation, where an additional external field is required for taking into account the poles of the rational Krylov space. The resulting convergence bound is illustrated at several numerical examples, in particular, the convergence of the extended Krylov method for the matrix square root.
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## 1 Introduction

An important problem arising in science and engineering is the computation of matrix functions $f(A) \boldsymbol{b}$, where $A \in \mathbb{C}^{N \times N}$ is a Hermitian matrix, $\boldsymbol{b} \in \mathbb{C}^{N}$ is a vector of unit length, and $f$ is a function such that $f(A)$ is defined. In
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[^0]most applications the matrix $A$ is large and sparse or structured, and first computing the generally dense unstructured matrix $f(A)$ and then forming the product with $\boldsymbol{b}$ is infeasible. The polynomial Arnoldi method (see, e.g., $[12,17,20,21,40]$ ) circumvents this problem by utilizing matrix-vector products to iteratively build an orthonormal basis $V_{n}=\left[\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right] \in \mathbb{C}^{N \times n}$ for a polynomial Krylov space of order $n$,
$$
\mathcal{K}_{n}(A, \boldsymbol{b})=\operatorname{span}\left\{\boldsymbol{b}, A \boldsymbol{b}, \ldots, A^{n-1} \boldsymbol{b}\right\}
$$
and to compute the associated Arnoldi approximation as
\[

$$
\begin{equation*}
\boldsymbol{f}_{n}:=V_{n} f\left(V_{n}^{*} A V_{n}\right) V_{n}^{*} \boldsymbol{b} \tag{1.1}
\end{equation*}
$$

\]

The feasibility of this approach rests on the observation that $f_{n}$ is often a good approximation to $f(A) \boldsymbol{b}$ for $n$ being much smaller than $N$, and algorithms for dense matrices can be used to evaluate $f\left(V_{n}^{*} A V_{n}\right)$, for example by diagonalization of the small matrix $V_{n}^{*} A V_{n}$. We refer to [27] for a detailed account on algorithms for computing functions of dense matrices.

The Arnoldi approximations $f_{n}$ of (1.1) often exhibit superlinear convergence towards $f(A) \boldsymbol{b}$, even if $f(z)$ has finite singularities, although the standard convergence analysis by polynomial approximation theory only predicts linear convergence in this case. A well-known example is obtained for the function $f(z)=z^{-1}$ and a positive definite matrix $A$, in which case the Arnoldi approximations $f_{n}$ equal the iterates of the conjugate gradient (CG) method with zero initial guess (cf. [41, Section 6.7]). By standard estimates involving Chebyshev polynomials, it can be shown that these iterates converge at least at a linear rate determined by the condition number $\kappa:=\lambda_{\max } / \lambda_{\min }$, namely

$$
\begin{equation*}
\left\|A^{-1} \boldsymbol{b}-\boldsymbol{f}_{n}\right\| \leq C\left(\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}\right)^{n} \lesssim C \cdot \exp \left(-\frac{2 n}{\sqrt{\kappa}}\right) \tag{1.2}
\end{equation*}
$$

with some constant $C>0$ independent of $n$. For small orders $n$ this bound can be expected to be almost sharp because a low-degree residual polynomial that is small at all eigenvalues needs to be uniformly small on the spectral interval $S(0):=\left[\lambda_{\min }, \lambda_{\max }\right]$. However, for larger orders $n$ the residual polynomials may have some of their zeros close to some of the eigenvalues of $A$ and need to be uniformly small only on a remaining set $S(t) \subseteq S(0), t=n / N$, which is shrinking as $0 \leq t \leq 1$ increases. This is the reason for the superlinear convergence behavior of the CG method, as was explained by Beckermann \& Kuijlaars [6-8]. In their proofs these authors characterize the shrinking sets $S(t)$ as the support of a constrained equilibrium measure from logarithmic potential theory and show that the Ritz values $\Lambda\left(V_{n}^{*} A V_{n}\right)$ in the set $S(0) \backslash S(t)$ converge to eigenvalues with at least a geometric rate (see also [1,3]). This allows to conclude that the CG method actually converges superlinearly like

$$
\begin{equation*}
\left\|A^{-1} \boldsymbol{b}-\boldsymbol{f}_{n}\right\| \lesssim \exp \left(-N \int_{0}^{t} g_{S(\tau)}(0, \infty) \mathrm{d} \tau\right), \quad t=\frac{n}{N}, \tag{1.3}
\end{equation*}
$$

where $g_{S}(x, y)$ denotes the Green function of (the unbounded connected component of) $\overline{\mathbb{C}} \backslash S$ with pole at $y$. For excellent expositions of the fruitful interaction between logarithmic potential theory and Krylov subspace methods, the interested reader may be referred to $[16,32]$.

The aim of the present paper is to explain such superlinear convergence effects more generally, with a generalization that is two-fold compared to the existing theory for the CG method. First, we allow that $f$ be given as a Cauchy-Stieltjes (or Markov) representation

$$
\begin{equation*}
f(z)=\int_{\Gamma} \frac{\mathrm{d} \gamma(x)}{x-z} \tag{1.4}
\end{equation*}
$$

where $\gamma$ is a complex measure supported on a closed set $\Gamma \subset \overline{\mathbb{C}} \backslash\left[\lambda_{\min }, \lambda_{\max }\right]$. As a consequence, the associated Newton potential given by

$$
\begin{equation*}
\widehat{f}(z):=\int_{\Gamma} \frac{\mathrm{d}|\gamma|(x)}{|x-z|} \tag{1.5}
\end{equation*}
$$

is finite on the spectral interval $\left[\lambda_{\min }, \lambda_{\max }\right.$ ] of the matrix $A$. As a second generalization, we approximate $f(A) \boldsymbol{b}$ by the rational Arnoldi method, in which case the approximations (1.1) are computed with an orthonormal basis $V_{n}$ of a rational Krylov space $[38,39]$

$$
\begin{equation*}
\mathcal{Q}_{n}(A, \boldsymbol{b}):=q_{n-1}(A)^{-1} \mathcal{K}_{n}(A, \boldsymbol{b}) \quad \text { with } \quad q_{n-1}(z):=\prod_{\substack{j=1 \\ \xi_{j} \neq \infty}}^{n-1}\left(z-\xi_{j}\right) \tag{1.6}
\end{equation*}
$$

where all the "poles" $\xi_{j} \in \overline{\mathbb{C}}$ are distinct from the eigenvalues $\Lambda(A)$. Note that our notation is such that with every rational Krylov space $\mathcal{Q}_{n}(A, \boldsymbol{b})$ there is implicitly associated a "denominator polynomial" $q_{n-1}$, and we obtain a polynomial Krylov space when $q_{n-1} \equiv 1$, i.e., when all poles $\xi_{j}$ are infinite. Our analysis heavily builds on results from [5], in particular Theorem 3.1, which characterizes the convergence of rational Ritz values by the solution of a constrained equilibrium problem, where an additional external field is required for taking into account the poles of the rational Krylov space. We will derive a Buyarov-Rakhmanov-type asymptotic error bound for rational Arnoldi approximations. In case of cyclically repeated poles $\xi_{j+p}=\xi_{j}$ of periodicity $p$, it takes the form

$$
\begin{equation*}
\left\|f(A) \boldsymbol{b}-\boldsymbol{f}_{n}\right\| \lesssim \exp \left(-N \min _{x \in \Gamma} \int_{0}^{t} \frac{\sum_{j=1}^{p} g_{S(\tau)}\left(x, \xi_{j}\right)}{p} \mathrm{~d} \tau\right), \quad t=\frac{n}{N} \tag{1.7}
\end{equation*}
$$

Our analysis also allows for more general non-periodic pole sequences described by an increasing family of measures $\nu_{t}$ (cf. Theorem 4.1), but all of our examples have cyclically repeated poles. In particular, for the CG method, one recovers (1.3) from (1.7) by setting all $\xi_{j}=\infty$ and $\Gamma=\{0\}$.

Although our results are of an asymptotic nature, there is numerical evidence that the superlinear convergence phenomena analyzed here also occur
for finite $N$. To demonstrate this, we consider in Figure 1.1 the convergence of the so-called extended Krylov subspace method [18,29,30], which is equivalent to the rational Arnoldi method with cyclic pole sequence $\xi_{2 j}=\infty, \xi_{2 j+1}=0$. We approximate $f(A) \boldsymbol{b}$ for the function

$$
f(z)=z^{-1 / 2}=\int_{\Gamma} \frac{1}{x-z} \frac{-\mathrm{d} x}{\pi \sqrt{-x}}, \quad \Gamma=[-\infty, 0]
$$

the matrix $A=\operatorname{tridiag}(-1,2,-1)$ (which can be interpreted as a finitedifference approximation of the 1D-Laplacian), and a random vector $\boldsymbol{b}$ of size $N=100$. In Figure 1.1 (left) we show the rational Ritz values of all orders $n=1, \ldots, 100$, with a color indicating the distance to a closest eigenvalue of $A$. We will show in Section 5.2 that the eigenvalues of $A$ outside the interval $S(t)=\left[4 t^{2}(2-t)^{-2}, 4\right], t=n / N$, are well approximated by Ritz values of order $n$. We visually confirm this by showing the left endpoint of $S(t)$ as the solid black curve. Our asymptotic error formula (1.7) is shown as the dashed red curve in Figure 1.1 (right). The dotted red curve is a closed expression for an upper bound of our integral formula, which we will also derive in Section 5.2. The dash-dotted blue curve is the linear convergence rate given by Knizhnerman \& Simoncini [29, Theorem 3.4],

$$
\begin{equation*}
\left\|f(A) \boldsymbol{b}-\boldsymbol{f}_{n}\right\| \leq C\left(\frac{\sqrt[4]{\kappa}-1}{\sqrt[4]{\kappa}+1}\right)^{n} \lesssim C \cdot \exp \left(-\frac{2 n}{\sqrt[4]{\kappa}}\right) \tag{1.8}
\end{equation*}
$$

and it coincides with the slope of our curves in the first few iterations, because none or only a few of the left-most Ritz values have converged. At later iterations, however, we clearly observe superlinear convergence of the extended Krylov subspace iteration (shown as the solid black curve), and this behavior is captured by our integral formula.

We will present some other examples of superlinear convergence in Section 5. Another example can be found in the thesis [24, Section 8.3], where such effects have been described and analyzed for the transfer function $f(z)=$ $(z-i \omega)^{-1}$ approximated from a rational Krylov space with a single repeated pole different from $i \omega$. The remainder of this paper is organized as follows: In Section 2 we will recall some relevant facts about rational Arnoldi approximations. In particular, we will bound the error of these approximations in terms of a max-min quotient of a nodal rational function $s_{n}(z)$ in Theorem 2.1. Since there exists an order $n \leq N$ for which the rational Arnoldi approximation $f_{n}$ is exact, the notion of convergence of these approximations is meaningless for a single problem $f(A) \boldsymbol{b}$. In Section 3 we therefore translate this problem into a sequence of problems $f\left(A_{N}\right) \boldsymbol{b}_{N}$ having increasing dimension $N$ and a well-defined limit. After this asymptotic reformulation, we are able to apply results from [5] for characterizing these potentials and the set $S(t)$ in terms of a minimal energy problem with an external field. Our main result is given in Section 4, where we present an integral representation for the difference of potentials, which completes the derivation of an asymptotic error bound for rational Arnoldi approximations. To make this paper also interesting for


Fig. 1.1 On the left we plot the Ritz values of order $n=1, \ldots, N$, associated with the matrix $A=\operatorname{tridiag}(-1,2,-1)$ and a random vector $b$ of size $N=100$. The colors indicate the distance of each Ritz value to a closest eigenvalue of $A$, this distance being decreasing from blue, yellow, green, to red (cf. Table 5.1 on page 16). The solid black curve is our prediction for the region of converged Ritz values. On the right we show the convergence of the extended Krylov subspace method towards $f(A) b$ with $f(z)=z^{-1 / 2}$. Note how our asymptotic convergence bound mimics the superlinear convergence behavior of this method.
readers which are not very familiar with potential theory and to emphasize our results, we have decided to present the proof of our integral formula in a separate Section 6.

If not otherwise stated, $\langle\cdot, \cdot\rangle$ refers to the standard scalar product in $\mathbb{C}^{N}$ and $\|\cdot\|$ is the induced norm. We remark that the Arnoldi algorithm for Hermitian matrices is often implemented as a one-sided Lanczos algorithm, making use of three-term recurrences for orthogonal polynomials [33] or orthogonal rational functions $[10,14]$. With such an implementation, the numerical orthogonality of the Krylov basis vectors can quickly be lost, which may affect the convergence behavior of a Krylov method. The authors in [22, 34] explain this phenomenon by the fact that finite precision arithmetic may lead to the occurrence of spurious Ritz values, namely the appearance of multiple computed approximations of a simple eigenvalue. Our theory is heavily based on the interlacing property of Ritz values and eigenvalues, and hence cannot capture such phenomena. We therefore leave effects of floating-point arithmetic aside and solely investigate the superlinear convergence behavior of the rational Arnoldi method in exact arithmetic (or with full reorthogonalization), consequently referring to the corresponding approximations as Arnoldi approximations instead of Lanczos approximations.

## 2 Rational Arnoldi approximations and interpolation

We recall some relevant facts about rational Arnoldi approximations. For algorithmic details on the iterative construction of an orthonormal Krylov basis by Ruhe's rational Krylov sequence algorithm we refer to [38, 39]. Some
implementation-related issues for computing rational Arnoldi approximations are discussed in $[9,24]$. By definition of the rational Arnoldi approximation (cf. (1.1) and (1.6)) it is clear that we have a rational function representation

$$
\boldsymbol{f}_{n}=r_{n}(A) \boldsymbol{b}=\frac{p_{n-1}}{q_{n-1}}(A) \boldsymbol{b}
$$

where $p_{n-1} \in \mathcal{P}_{n-1}$ is a polynomial of degree at most $n-1$. Moreover, it is known that $r_{n}$ actually is a rational interpolant of $f$ with fixed denominator $q_{n-1}$ and interpolation nodes given by the rational Ritz values $\Lambda\left(V_{n}^{*} A V_{n}\right)=$ $\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ (see, e.g., [9], [24, Theorem 4.8]), which can be expressed as

$$
\begin{equation*}
f(z)-r_{n}(z)=s_{n}(z) h(z), \text { where } s_{n}(z):=\frac{\left(z-\theta_{1}\right) \cdots\left(z-\theta_{n}\right)}{q_{n-1}(z)} \tag{2.1}
\end{equation*}
$$

with some function $h$ analytic in $\overline{\mathbb{C}} \backslash \Gamma$. We refer to $s_{n}$ as a nodal rational function, as its zeros are nodes for rational interpolation with prescribed denominator $q_{n-1}$. The following theorem is now easily derived.

Theorem 2.1 Let $f(z)$ be given by (1.4) analytic in $\overline{\mathbb{C}} \backslash \Gamma$ containing the spectral interval $\left[\lambda_{\min }, \lambda_{\max }\right]$ of $A$, and let $\widehat{f}(z)$ be the associated Newton potential (1.5). Then the rational Arnoldi approximation $f_{n}$ satisfies

$$
\left\|f(A) \boldsymbol{b}-\boldsymbol{f}_{n}\right\| \leq\|\widehat{f}(A) \boldsymbol{b}\| \frac{\max _{z \in \Lambda(A)}\left|s_{n}(z)\right|}{\min _{x \in \Gamma}\left|s_{n}(x)\right|}
$$

Proof As a consequence of the interpolation property (2.1), the interpolation error can be represented as (see, e.g., [43, Theorem VIII.2], [9, p. 24])

$$
f(z)-r_{n}(z)=s_{n}(z) \int_{\Gamma} \frac{\mathrm{d} \gamma(x)}{s_{n}(x)(x-z)}
$$

Since the Euclidean norm is invariant under multiplication with a unitary factor and $A$ is supposed to be Hermitian, we may suppose without loss of generality that $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{N}\right)$ is diagonal. Then

$$
\begin{aligned}
\left\|f(A) \boldsymbol{b}-\boldsymbol{f}_{n}\right\| & =\left\|f(A) \boldsymbol{b}-r_{n}(A) \boldsymbol{b}\right\| \\
& \leq\left\|s_{n}(A)\right\|\left\|\int_{\Gamma} \frac{1}{s_{n}(x)}(x I-A)^{-1} \boldsymbol{b} \mathrm{~d} \gamma(x)\right\| \\
& \leq \frac{\left\|s_{n}(A)\right\|}{\min _{x \in \Gamma}\left|s_{n}(x)\right|}\left\|\left(\int_{\Gamma} \frac{\left|b_{j}\right|}{\left|x-\lambda_{j}\right|} \mathrm{d}|\gamma|(x)\right)_{j}\right\|
\end{aligned}
$$

The minimum in the last term is nonzero because the zeros of the nodal rational function $s_{n}$ (the rational Ritz values) are contained in [ $\lambda_{\min }, \lambda_{\max }$ ] and therefore bounded away from the closed set $\Gamma$. Hence the assertion follows from

$$
\left\|s_{n}(A)\right\|=\max _{z \in \Lambda(A)}\left|s_{n}(z)\right|
$$

The upper bound of Theorem 2.1 requires some further knowledge on the $n$th rational Ritz values of $A$, which will be available in the setting of Section 3. For completeness we suggest an alternate error estimate inspired by [9, Proposition 3.1 and Theorem 3.2] roughly saying that we may replace $s_{n}$ in Theorem 2.1 by any other nodal-type function.
Theorem 2.2 With the setting of Theorem 2.1, we have for any $\widetilde{\theta}_{1}, \ldots, \widetilde{\theta}_{n} \in$ $\mathbb{C}$ that

$$
\left\|f(A) \boldsymbol{b}-\boldsymbol{f}_{n}\right\| \leq 2 \max _{z \in\left[\lambda_{\min }, \lambda_{\max }\right]}|\widehat{f}(z)| \frac{\left\|\widetilde{s}_{n}(A) \boldsymbol{b}\right\|}{\min _{x \in \Gamma}\left|\widetilde{s}_{n}(x)\right|}
$$

where

$$
\widetilde{s}_{n}(z)=\frac{\left(z-\widetilde{\theta}_{1}\right) \cdots\left(z-\widetilde{\theta}_{n}\right)}{q_{n-1}(z)}
$$

Proof It is sufficient to consider the case $\widetilde{\theta}_{j} \notin \Gamma$ since otherwise the upper bound equals $+\infty$. Denote by $\widetilde{r}_{n}$ the rational interpolant of $f$ with fixed denominator $q_{n-1}$ and numerator of degree $<n$ interpolating $f$ at $\widetilde{\theta}_{1}, \ldots, \widetilde{\theta}_{n}$. Then the exactness property $[24$, Lemma 4.6$]$ tells us that $\widetilde{r}_{n}(A) \boldsymbol{b}=V_{n} \widetilde{r}_{n}\left(V_{n}^{*} A V_{n}\right) V_{n}^{*} \boldsymbol{b}$, and thus, using similar arguments as in the proof of Theorem 2.1,

$$
\begin{aligned}
& \left\|f(A) \boldsymbol{b}-\boldsymbol{f}_{n}\right\| \leq\left\|\left(f-\widetilde{r}_{n}\right)(A) \boldsymbol{b}\right\|+\left\|\left(f-\widetilde{r}_{n}\right)\left(V_{n}^{*} A V_{n}\right) V_{n}^{*} \boldsymbol{b}\right\| \\
\leq & \max _{z \in \Lambda(A)}|\widehat{f}(z)| \frac{\left\|\widetilde{s}_{n}(A) \boldsymbol{b}\right\|}{\min _{x \in \Gamma}\left|\widetilde{s}_{n}(x)\right|}+\max _{z \in \Lambda\left(V_{n}^{*} A V_{n}\right)}|\widehat{f}(z)| \frac{\left\|\widetilde{s}_{n}\left(V_{n}^{*} A V_{n}\right) V_{n}^{*} \boldsymbol{b}\right\|}{\min _{x \in \Gamma}\left|\widetilde{s}_{n}(x)\right|} .
\end{aligned}
$$

We also obtain from [24, Lemma 4.6] that

$$
\left\|\widetilde{s}_{n}\left(V_{n}^{*} A V_{n}\right) V_{n}^{*} \boldsymbol{b}\right\|=\left\|V_{n} V_{n}^{*} \widetilde{s}_{n}(A) \boldsymbol{b}\right\| \leq\left\|\widetilde{s}_{n}(A) \boldsymbol{b}\right\|
$$

and the observation $\Lambda(A) \cup \Lambda\left(V_{n}^{*} A V_{n}\right) \subset\left[\lambda_{\min }, \lambda_{\max }\right]$ allows to conclude.
For the special case $\Gamma \subset\left[-\infty, \lambda_{\min }\right)$, by slightly changing the above arguments and arguing in terms of energy norms, it is possible to drop in Theorem 2.2 the factor 2 .

By choosing a suitable function $\widetilde{s}_{n}$ in Theorem 2.2 we may recover several known error bounds. For instance, the linear error bound (1.2) for the iterates of the CG method (which is a polynomial Krylov method, i.e., $q_{n-1} \equiv 1$ ) is obtained by representing $f(z)=z^{-1}$ as a Markov function (1.4) with generating Dirac measure $\gamma=\delta_{0}$ supported at 0 and thus $\Gamma=\{0\}$. Finally, the term on the right-hand side can be bounded from above by replacing $\Lambda(A)$ by the spectral interval $\left[\lambda_{\min }, \lambda_{\max }\right.$ ] and taking a shifted Chebyshev polynomial for $\widetilde{s}_{n}$.

Remark 2.1 Besides $f(z)=z^{-1}$ and $f(z)=z^{-1 / 2}$ discussed in Section 1, examples of other Markov functions are (see, e.g., $[9,18]$ )

$$
\begin{aligned}
& f(z)=\frac{\log (1+z)}{z}=\int_{\Gamma} \frac{(1 / x) \mathrm{d} x}{x-z}, \quad \text { where } \quad \Gamma=[-\infty,-1] \\
& f(z)=\frac{\exp (\theta \sqrt{z})-1}{z}=\int_{\Gamma} \frac{1}{x-z} \frac{\sin (\theta \sqrt{-x}) \mathrm{d} x}{\pi x}, \quad \text { where } \quad \Gamma=[-\infty, 0]
\end{aligned}
$$

Notice that for all these functions the measure $\gamma$ is positive, and $\Gamma \subset\left[-\infty, \lambda_{\min }\right)$, implying that $\widehat{f}(z)=-f(z)$ for $z \in \Lambda(A)$. As a consequence, $\|\widehat{f}(A) \boldsymbol{b}\|=$ $\|f(A) \boldsymbol{b}\|$ in Theorem 2.1, that is, we give an upper bound for the relative error.

This last observation is no longer true for general functions $f$ being analytic in some neighborhood of the spectral interval. In this case, by choosing a suitable contour $\Gamma$ encircling the spectral interval, we still obtain from the Cauchy integral formula a representation as in (1.4) (for $z$ in the interior of $\Gamma$, as required), but now the function $\widehat{f}$ of (1.5) might be of much larger modulus than $f$, depending of course on the choice of $\Gamma$.

## 3 Asymptotic setting and potential theoretic tools

To study the $N$-th root of the error bound of Theorem 2.1, we investigate the behavior of the nodal rational function $s_{n}(z)$ of (2.1), or more precisely the quotient

$$
Z_{n, N}\left(\Lambda\left(A_{N}\right), \Gamma\right):=\left(\frac{\max _{z \in \Lambda\left(A_{N}\right)}\left|s_{n}(z)\right|}{\min _{x \in \Gamma}\left|s_{n}(x)\right|}\right)^{1 / N}
$$

where we have added an index $N$ for the matrix $A=A_{N}$ to indicate its size. For simplicity we will assume in Sections 3 and 4 that all poles are finite, and refer the reader to Remark 3.2(b) for the general case. We recall the definition of the logarithmic potential of a measure $\mu$

$$
U^{\mu}(z)=\int \log \frac{1}{|x-z|} \mathrm{d} \mu(x)
$$

and consider the function

$$
\chi_{N}: \Sigma \mapsto \frac{1}{N} \sum_{\substack{x \in \Sigma \\ x \neq \infty}} \delta_{x},
$$

which associates a counting measure with a multiset $\Sigma \subset \overline{\mathbb{C}}\left(\delta_{x}\right.$ denoting the Dirac unit measure at the point $x$ ). A simple calculation verifies that with the measures $\mu_{n}:=\chi_{N}\left(\left\{\theta_{1}, \ldots, \theta_{n}\right\}\right)$ and $\nu_{n}:=\chi_{N}\left(\left\{\xi_{1}, \ldots, \xi_{n-1}\right\}\right)$ we have

$$
U^{\mu_{n}-\nu_{n}}(z)=\frac{1}{N} \sum_{j=1}^{n} \log \frac{1}{\left|z-\theta_{j}\right|}-\frac{1}{N} \sum_{\substack{j=1 \\ \xi_{j} \neq \infty}}^{n-1} \log \frac{1}{\left|z-\xi_{j}\right|}=-\log \left|s_{n}(z)\right|^{1 / N}
$$

which shows that

$$
\begin{equation*}
\log \left(Z_{n, N}\left(\Lambda\left(A_{N}\right), \Gamma\right)\right)=\max _{x \in \Gamma} U^{\mu_{n}-\nu_{n}}(x)-\min _{z \in \Lambda\left(A_{N}\right)} U^{\mu_{n}-\nu_{n}}(z) \tag{3.1}
\end{equation*}
$$

However, this expression is still of limited use, mainly because discrete measures do not have a finite logarithmic energy

$$
I(\mu)=I(\mu, \mu), \quad I\left(\mu_{1}, \mu_{2}\right)=\iint \log \frac{1}{|x-z|} \mathrm{d} \mu_{1}(x) \mathrm{d} \mu_{2}(z)
$$

and our asymptotic description of the nodal rational function $s_{n}(z)$ will be in terms of a (continuous) measure with minimal logarithmic energy. Following Kuijlaars and his successors [1,5-8,26,31], we therefore consider a sequence of matrices $A_{N} \in \mathbb{C}^{N \times N}$ whose eigenvalues $\lambda_{1, N}<\cdots<\lambda_{N, N}$ have an asymptotic distribution given by a probability measure $\sigma$,

$$
\chi_{N}\left(\left\{\lambda_{1, N}, \ldots, \lambda_{N, N}\right\}\right) \rightarrow \sigma
$$

in the weak-star sense. We recall that, for a sequence of measures $\sigma_{n}$, the relation $\sigma_{n} \rightarrow \sigma$ means that $\int h \mathrm{~d} \sigma_{n} \rightarrow \int h \mathrm{~d} \sigma$ for all continuous functions $h$. Accordingly, we consider a sequence of vectors $\boldsymbol{b}_{N} \in \mathbb{C}^{N}$ of unit length and define the eigencoordinates

$$
\begin{equation*}
w_{N}\left(\lambda_{j, N}\right):=\left|\left\langle\boldsymbol{u}_{j, N}, \boldsymbol{b}_{N}\right\rangle\right|, \quad j=1, \ldots, N \tag{3.2}
\end{equation*}
$$

where $\boldsymbol{u}_{j, N}$ is the normalized eigenvector of $A_{N}$ associated with $\lambda_{j, N}$. Moreover, we consider a sequence of rational Krylov spaces $\mathcal{Q}_{n, N}\left(A_{N}, \boldsymbol{b}_{N}\right)$ of orders $n=n(N)$ such that $n / N \rightarrow t$ for some $t \in(0,1)$ as $N \rightarrow \infty$ and such that the poles $\xi_{1, N}, \ldots, \xi_{n-1, N}$ are asymptotically distributed according to the measure $\nu_{t}$,

$$
\chi_{N}\left(\left\{\xi_{1, N}, \ldots, \xi_{n-1, N}\right\}\right) \rightarrow \nu_{t}
$$

and thus $\left\|\nu_{t}\right\|=t$.
A few other technical assumptions are required: We impose in particular a separation between the eigenvalues of $A_{N}$ and the poles of the rational Krylov spaces. This assumption is natural as we are approximating a function $f$ that is analytic on the spectral interval and the poles of the approximant should stay away from this set.
Assumption 1: There exist disjoint compact sets $\Lambda, \Xi \subset \mathbb{C}$ such that $\lambda_{j, N} \in$ $\Lambda(j=1, \ldots, N)$ and $\xi_{j, N} \in \Xi(j=1, \ldots, n(N)-1)$ for all $N$.

We need to exclude the possibility that eigenvalues of $A_{N}$ cluster exponentially, because this situation could not be resolved by $N$-th root asymptotics. The following assumption prevents exponential clustering, but still allows for equidistant eigenvalues, Chebyshev eigenvalues (the eigenvalues of the 1DLaplacian), and more general sets of points [15]. It also guarantees that $U^{\sigma}$ is continuous [5, Lemma A.4].
Assumption 2: For any sequence $\lambda_{k(N), N} \rightarrow \lambda$ for $N \rightarrow \infty$,

$$
\limsup _{\delta \rightarrow 0+} \limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{0<\left|\lambda_{j, N}-\lambda_{k(N), N}\right| \leq \delta} \log \frac{1}{\left|\lambda_{j, N}-\lambda_{k(N), N}\right|}=0
$$

The last technical assumption ensures that the vectors $\boldsymbol{b}_{N}$ have sufficiently large coordinates in all eigenvectors of $A_{N}$.
Assumption 3: The eigencomponents $w_{N}\left(\lambda_{j, N}\right) \in[0,1]$ defined in (3.2) satisfy

$$
\liminf _{N \rightarrow \infty} \min _{k} w_{N}\left(\lambda_{k, N}\right)^{1 / N}=1
$$

Let $\mathcal{M}_{t}^{\sigma}:=\{\mu: \mu$ Borel measure with $\|\mu\|=t, \mu \leq \sigma\}$ denote a set of $\sigma$-constrained measures. The following lemma summarizes results from [5, Lemma A.1] and [5, Theorem 3.1].

Lemma 3.1 Under the Assumptions 1-3, the extremal problem

$$
\begin{equation*}
\inf \left\{I(\mu)-2 I\left(\mu, \nu_{t}\right): \mu \in \mathcal{M}_{t}^{\sigma}\right\} \tag{3.3}
\end{equation*}
$$

has a unique minimizer $\mu_{t}$. This minimizer satisfies $\operatorname{supp}\left(\mu_{t}\right)=\operatorname{supp}(\sigma)$ and there exists a constant $F_{t}>0$ such that

$$
G(t, x):=U^{\mu_{t}-\nu_{t}}(x)-F_{t}\left\{\begin{array}{l}
=0 \text { for } x \in S(t):=\operatorname{supp}\left(\sigma-\mu_{t}\right),  \tag{3.4}\\
\leq 0 \text { for } x \in \mathbb{C} .
\end{array}\right.
$$

Furthermore, the rational Ritz values $\Theta_{N}:=\left\{\theta_{1, N}, \ldots, \theta_{n, N}\right\}$ of order $n=$ $n(N)$ with $n / N \rightarrow t$ have an asymptotic distribution $\chi_{N}\left(\Theta_{N}\right) \rightarrow \mu_{t}$ and converge geometrically to eigenvalues located outside the set $\{z \in \mathbb{C}: G(t, z)=$ $0\} \supseteq S(t)$.

We remark that the constraint $\mu_{t} \leq \sigma$ arises from the so-called interlacing property of Ritz values (cf. [36, Theorem 10.1.1]), which states that in every interval the number of Ritz values does not exceed the number of eigenvalues by more than one. For more general extremal problems following these lines we refer to $[15,37]$ and [2, Theorem 1.1]. Notice also that $\{z \in \mathbb{C}: G(t, z)=0\}$ may be strictly larger than $S(t)$, although in all our following examples there is equality, see the general discussion in Remark 6.2.

The upper bound derived in the following theorem together with the integral expression for $G(t, z)$ of the next section concludes our derivation of the error bound (1.7) claimed in the introduction.

Theorem 3.1 Under the Assumptions 1-3, denote by $\boldsymbol{f}_{n, N}$ the nth rational Arnoldi approximation of $f\left(A_{N}\right) \boldsymbol{b}_{N}$. Provided that $\Gamma \cap \Lambda$ is empty, there holds

$$
\limsup _{\substack{n, N \rightarrow \infty \\ n / N \rightarrow t}} \log \left(\left\|f\left(A_{N}\right) \boldsymbol{b}_{N}-\boldsymbol{f}_{n, N}\right\|\right)^{1 / N} \leq \max _{x \in \Gamma} G(t, x) .
$$

Proof According to Theorem 2.1, it is sufficient to show that

$$
\begin{equation*}
\limsup _{\substack{n, N \rightarrow \infty \\ n / N \rightarrow t}} \log \left(Z_{n, N}\left(\Lambda\left(A_{N}\right), \Gamma\right)\right) \leq \max _{x \in \Gamma} G(t, x) \tag{3.5}
\end{equation*}
$$

Let us analyze separately each term on the right-hand side of (3.1), where we write more explicitly

$$
\begin{aligned}
\mu_{n, N} & :=\chi_{N}\left(\left\{\theta_{1, N}, \ldots, \theta_{n, N}\right\}\right) \rightarrow \mu_{t}, \\
\nu_{n, N} & :=\chi_{N}\left(\left\{\xi_{1, N}, \ldots, \xi_{n-1, N}\right\}\right) \rightarrow \nu_{t} .
\end{aligned}
$$

From [2, Theorem 1.3] (see also [15, Theorem 3.3] and [5, Theorem 5.4]) we obtain

$$
\lim _{\substack{n, N \rightarrow \infty \\ n / N \rightarrow t}} \log \left(\min _{z \in \Lambda\left(A_{N}\right)} U^{\mu_{n, N}-\nu_{n, N}}(z)\right)=F_{t} .
$$

In order to discuss the other term, let $x_{N} \in \Gamma$ such that

$$
\min _{x \in \Gamma} U^{\nu_{n, N}-\mu_{n, N}}(x)=: U^{\nu_{n, N}-\mu_{n, N}}\left(x_{N}\right)
$$

By passing to subsequences if necessary, we may suppose that $x_{N} \rightarrow \bar{x} \in \overline{\mathbb{C}}$. Since $\operatorname{supp}\left(\mu_{n, N}\right) \subset \Lambda$ and $\Lambda \cap \Gamma$ is empty, we conclude that $U^{\mu_{n, N}}-U^{\mu_{t}} \rightarrow 0$ uniformly on $\Gamma$. By applying the principle of descent (see, e.g., [42, Theorem I.6.8]) for $\nu_{n, N}$ we hence arrive at

$$
\liminf _{\substack{n, N \rightarrow \infty \\ n / N \rightarrow t}} U^{\nu_{n, N}-\mu_{n, N}}\left(x_{N}\right) \geq U^{\nu_{t}-\mu_{t}}(\bar{x}) \geq-\max _{x \in \Gamma} U^{\mu_{t}-\nu_{t}}(x),
$$

as required for the assertion of (3.5).
Remark 3.1 With the assumptions and the notation of the preceding proof, if $\Gamma$ is sufficiently dense at each of its elements (as is typically the case for our contours), we may apply [35, Theorem 5.4.3] saying that

$$
\liminf _{\substack{n, N \rightarrow \infty \\ n / N \rightarrow t}} \min _{x \in \Gamma} U^{\nu_{n, N}-\mu_{n, N}}(x)=\min _{x \in \Gamma} U^{\nu_{t}-\mu_{t}}(x),
$$

and thus (3.5) holds with equality. Moreover, the discrete Bernstein-Walsh inequality of [2, Theorem $1.2(\mathrm{c})$ ] allows to show that we do not obtain any better rate of convergence by using Theorem 2.2 instead of Theorem 2.1.

We conclude this section by a discussion of the assumptions of Theorem 3.1.
Remark 3.2 (a) It is possible to obtain similar upper bounds without Assumption 3 and the technical separation condition of Assumption 2, by just assuming that $U^{\sigma}$ is continuous. In this case, Lemma 3.1 fails to hold, and the asymptotic behavior of the $n(N)$-th Ritz values is no longer known. Here we use the bounds of Theorem 2.2 instead of Theorem 2.1, and replace the nodal rational functions $s_{n}$ by $\widetilde{s}_{n}$ obtained by discretization of $\mu_{t}$. Since such a discretization is technically involved, we refer the reader to [7, Proof of Theorem 2.1] and omit further details.
(b) In order to include unbounded poles or eigenvalues or even poles being equal to $\infty$, it suffices to assume in Assumption 1 only that the sets $\Lambda$ and $\Xi$ containing respectively the eigenvalues and the poles are closed and disjoint subsets of $\overline{\mathbb{C}}$. In this case, a rational transformation of the plane as in [5, Corollary 3.3] allows to go back to compacts: with some fixed $\rho \in \mathbb{R} \backslash(\Lambda \cup \Xi)$, we consider the new variable

$$
\underline{z}=T(z)=1 /(z-\rho),
$$

where we notice that the $n$th rational Krylov space for $A_{N}, \boldsymbol{b}_{N}$ and poles $\xi_{j, N}$ is the same as the $n$th rational Krylov space for $T\left(A_{N}\right), \boldsymbol{b}_{N}$ and poles $T\left(\xi_{j, N}\right)$, both being spanned by the columns of, say, $V_{n, N}$. However, in our analysis we have to be a bit careful since the Rayleigh-Ritz matrix $V_{n, N}^{*} T\left(A_{N}\right) V_{n, N}$
can be shown to be $T\left(V_{n, N}^{*} A_{N} V_{n, N}\right)$ plus a perturbation of rank 1 . In particular, the transformed Ritz values $T\left(\theta_{j, N}\right)$ are no longer Ritz values of the transformed matrix $T\left(A_{N}\right)$. One could go back to Ritz values of $T\left(A_{N}\right)$ by applying Theorem 2.2 instead of Theorem 2.1, with $\widetilde{s}_{n}$ having as roots the pre-images under $T$ of the rational Ritz values of $T\left(A_{N}\right)$. This again leads to an asymptotic bound as in Theorem 3.1, but now in terms of an extremal problem in the transformed variables $T\left(\lambda_{j, N}\right), T\left(\xi_{j, N}\right)$ and their asymptotic counterparts.
(c) As in some of our numerical examples, we may also allow for poles lying in $\Lambda \backslash \Lambda\left(A_{N}\right)$, compare with [5, Theorem 3.2]. We again omit the (quite technical) details.
(d) In most of our examples, the superlinear convergence behavior is particularly pronounced if $\Gamma$ and $\Lambda$ are not disjoint but have one point in common, say, the point $0 \notin S(t)$, which is no longer covered by Theorem 3.1. The situation is similar in [7, Proof of Theorem 2.1] for superlinear CG convergence where an additional separation condition between $\Gamma=\{0\}$ and the eigenvalues close to 0 is imposed. In our setting we have to revisit the proof of Theorem 3.1 and impose other conditions in order to insure that $U^{\mu_{n, N}}\left(x_{N}\right) \rightarrow U^{\mu_{t}}(\bar{x})$ in the case $x_{N} \rightarrow \bar{x}=0$. For instance, if $\Gamma=\Gamma_{1} \cup \Gamma_{2}$ with $\Gamma_{1} \subset\{\operatorname{Re}(z) \leq 0\}$, $\Lambda \subset[0,+\infty)$ and $\Gamma_{2}$ some compact set having empty intersection with $\Lambda$, we can argue as in [7, Proof of Theorem 2.1] and [5] by imposing the additional condition (similar to Assumption 2) that

$$
\limsup _{\delta \rightarrow 0+} \limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{\left|\lambda_{j, N}\right| \leq \delta} \log \frac{1}{\left|\lambda_{j, N}\right|}=0
$$

which again is true for all our examples.

## 4 The integral formula

Beside Theorem 3.1, there is another important ingredient in our derivation of the error bound (1.7) claimed in the introduction. Namely, given the solution $\mu_{t}$ of the extremal problem (3.3) with external field $-U^{\nu_{t}}$ and a constraint $\sigma$, we require a representation of $G(t, z)=U^{\mu_{t}-\nu_{t}}(z)-F_{t}$ in terms of a negative integral mean of Green functions of a family of monotone sets $S(\tau)$ for $0<$ $\tau<t$.

A first result in this direction for extremal problems without constraints is given by the so-called Buyarov-Rakhmanov formula [11] with $S(t)=\operatorname{supp}\left(\mu_{t}\right)$ being increasing in $t$. For constrained problems without external fields (or $\nu_{t}=0$ ), a similar formula was established in [7, Theorem 2.1] with $S(t)=$ $\operatorname{supp}\left(\sigma-\mu_{t}\right)$ being decreasing in $t$.

For a general external field (possibly depending on $t$ ) and constraint, the existence of a Buyarov-Rakhmanov formula is an open problem, and only partial results have been given by Coussement \& Van Assche in [13, Theorem A.10], but under technical assumptions which are not easy to verify. The
aim of this section is to show that for the particular external field $-U^{\nu_{t}}$ these difficulties can be eliminated. In particular, the following theorem will be a useful tool for quantifying the convergence rate of the rational Arnoldi method at some iteration $n$, in terms of the poles (described by $\nu_{\tau}$ ) and the sets $S(\tau)$, $0<\tau<t=n / N$. Of course, the convergence of this method at some iteration is independent of the order in which the previous poles were provided, and this is reflected in formula (4.1): the relevant quantity $G(t, z)$ actually depends on the integral of derivatives of $\nu_{\tau}$ until the considered iteration, not on the measures themselves.

Theorem 4.1 Let $G(t, z)$ and $S(t)$ be defined as in Lemma 3.1, with a probability measure $\sigma$ having compact support $\operatorname{supp}(\sigma) \subset \mathbb{R}$, and with an increasing family of measures $(0,1) \ni t \mapsto \nu_{t}$ being (weak-star) differentiable with respect to $t$ for almost all $t$, with derivative $\widetilde{\nu}_{t}$, and $\left\|\nu_{t}\right\|=t$, $\operatorname{supp}\left(\nu_{t}\right)$ compact having empty intersection with $\operatorname{supp}(\sigma)$. Then for all $t \in(0,1)$ and for all $z \in \mathbb{C}$ we have

$$
\begin{equation*}
G(t, z)=-\int_{0}^{t} \int g_{S(\tau)}(z, y) \mathrm{d} \widetilde{\nu}_{\tau}(y) \mathrm{d} \tau \tag{4.1}
\end{equation*}
$$

where the sets $S(t) \subseteq \operatorname{supp}(\sigma)$ are decreasing in $t$.
Remark 4.1 The extremal quantity $G(t, z)$ is also well defined if $\left\|\nu_{t}\right\|<t$ in Theorem 4.1, in which case the derivative $\widetilde{\nu}_{t}$ has mass $\leq 1$. In this case, we have to replace $\widetilde{\nu}_{\tau}$ in (4.1) by $\widetilde{\nu}_{\tau}+\left(1-\left\|\widetilde{\nu}_{\tau}\right\|\right) \delta_{\infty}$, the additional $\delta_{\infty}$ term occurring due to a rational variable transformation, compare with Remark 3.2(b). Such a situation occurs if a portion of the poles of the rational Krylov space are equal to $\infty$ : by translating the asymptotic error bound of Remark 3.2(b) in terms of the new variable $\underline{z}=T(z)$ back to the original variable $z=T^{-1}(\underline{z})$, we obtain $\nu_{t}$ describing the asymptotic distribution of the finite poles.

Remark 4.2 In most applications one has a fixed asymptotic pole distribution $\nu_{t}=t \nu$ for some probability measure $\nu$, here the assumptions of Theorem 4.1 hold with constant derivative $\widetilde{\nu}_{t}=\nu$, leading to some simplification in (4.1). In particular, in case of cyclically repeated poles $\xi_{1}, \ldots, \xi_{p}$ for all $N$, one obtains $\nu_{t}=t \nu$ for $\nu=\frac{1}{p} \sum_{j=1}^{p} \delta_{\xi_{j}}$, and hence

$$
G(t, z)=-\int_{0}^{t} \frac{\sum_{j=1}^{p} g_{S(\tau)}\left(z, \xi_{j}\right)}{p} \mathrm{~d} \tau
$$

in accordance with (1.7). By Remark 4.1, this formula remains true if one of the repeated poles is equal to $\infty$, for instance $p=1$ and $\xi_{1}=\infty$ for polynomial Krylov spaces (all poles are at $\infty$ ), or $p=2$ and $\left(\xi_{1}, \xi_{2}\right)=(0, \infty)$ for the extended Krylov subspace method.

Remark 4.3 Let us have a closer look at the case $\nu_{t}=t \nu$. First recall that by definition $S(t)=\operatorname{supp}\left(\sigma-\mu_{t}\right)$. In particular, it may happen for small $t$ that $S(t)=S(0)=\operatorname{supp}(\sigma)$, or, roughly speaking, none of the eigenvalues of $A_{N}$ is well approximated by Ritz values. In this case, (4.1) reduces to $G(t, z)=$
$-t \int g_{S(0)}(z, y) \mathrm{d} \nu(y)$, a linear convergence rate in Theorem 3.1. Otherwise, we use Lemma 6.5 established below in order to show that, for $0<t_{1}, t_{2}<1$,

$$
G\left(t_{2}, z\right) \leq G\left(t_{1}, z\right)-\left(t_{2}-t_{1}\right) \int g_{S\left(t_{1}\right)}(z, y) \mathrm{d} \nu(y)
$$

from which it follows that $t \mapsto G(t, z)$ is concave for fixed $z$. We will see in Section 5, Figure 5.2, that $t \mapsto \max _{z \in \Gamma} G(t, z)$ is no longer necessarily concave, and thus the convergence rate in Theorem 3.1 is more complicated.

We will require families of pole measures $\nu_{t}$ not necessarily depending linearly on $t$ in case we want to optimize poles uniformly for all iterations. The weak-star differentiability of $t \mapsto \nu_{t}$ at $t$ means that the family of (in general signed) measures $\frac{\nu_{t}-\nu_{\tau}}{t-\tau}$ has a weak-star limit $\widetilde{\nu}_{t}$ for $\tau \rightarrow t$, or, in other words, the following limit exists

$$
\begin{equation*}
\forall h \in \mathcal{C}: \quad \lim _{\tau \rightarrow t} \int h \mathrm{~d} \frac{\nu_{t}-\nu_{\tau}}{t-\tau}=\int h \mathrm{~d} \widetilde{\nu}_{t} . \tag{4.2}
\end{equation*}
$$

In the setting of Theorem 4.1, putting $\nu_{0}=0$, one deduces that $\frac{\nu_{t}-\nu_{\tau}}{t-\tau}$ is a probability measure for all $0 \leq \tau \leq t<1$, and thus also $\widetilde{\nu}_{t}$ is a probability measure.

The above Theorem 4.1 allows to deduce a result on an optimal pole distribution with respect to a given closed $\Gamma$ of positive capacity in terms of condensers $(\Gamma, S(t))$, with capacity $\operatorname{cap}(\Gamma, S(t))[42$, Section VIII]. The main message of Corollary 4.1 (and its proof) is that an increasing family of pole measures being optimal for all $t$ should take into account that the sets $S(t)$ are shrinking (and hence the derivative $\widetilde{\nu}_{t}$ should not be constant). As in [4, 23] we will suppose that $\Gamma$ has connected complement and empty interior, though we believe that the following statement remains also true without these two technical assumptions.

Corollary 4.1 Under the assumptions of Theorem 4.1, let $\Gamma \subset \overline{\mathbb{C}}$ be closed, of positive capacity, with connected complement and empty interior. If $\operatorname{cap}(\Gamma \cap$ $\operatorname{supp}(\sigma))=0$ then there exists a family of pole distributions $t \mapsto \underline{\nu}_{t}$ minimizing for all $t$ the quantity

$$
\max _{z \in \Gamma} G(t, z)
$$

Denoting by $t \mapsto \underline{\mu}_{t}$ the corresponding family of extremal measures, this family of extremal pole measures is characterized by the fact that, for almost all t, the weak-star derivatives $\underline{\widetilde{\mu}}_{t}$ and $\underline{\underline{\sim}}_{t}$ exist, and $\underline{\underline{\mu}}_{t}-\widetilde{\underline{\nu}}_{t}$ is the charge of a condenser with plate $\operatorname{supp}\left(\sigma-\mu_{t}\right)$ carrying a positive unit charge and the plate $\Gamma$ carrying a negative unit charge. In addition, the maximum of the corresponding function $G(t, z)$ for $z \in \Gamma$ is given by

$$
-\int_{0}^{t} \frac{1}{\operatorname{cap}\left(\operatorname{supp}\left(\sigma-\underline{\mu}_{\tau}\right), \Gamma\right)} \mathrm{d} \tau
$$

## 5 Examples

Before proving Theorem 4.1 and Corollary 4.1 we would like to illustrate these results at some examples. In order to evaluate the superlinear error bound, we need to know a family of Green functions $g_{S(t)}(x, y)$. Hence we need to determine the family of sets $S(t)=\operatorname{supp}\left(\sigma-\mu_{t}\right)$ beforehand, which can be done analytically for the following model examples.

### 5.1 Kac-Murdock-Szegő example

The following Lemma is easily deduced from results in [7,28] and [5, Lemma A.3].

Lemma 5.1 Let $0<q<1$ be given. Then the eigenvalues of

$$
A_{N}=\left(\begin{array}{cccc}
q^{0} & q^{1} & q^{2} & \\
q^{1} & q^{0} & q^{1} & \ddots \\
q^{2} & q^{1} & q^{0} & \ddots \\
& \ddots & \ddots & \ddots
\end{array}\right) \in \mathbb{R}^{N \times N}
$$

are asymptotically (for $N \rightarrow \infty$ ) distributed like

$$
\frac{\mathrm{d} \sigma(x)}{\mathrm{d} x}=\frac{1}{\pi x \sqrt{(x-\alpha)(\beta-x)}}, \quad \operatorname{supp}(\sigma)=[\alpha, \beta]=\left[\frac{1-q}{1+q}, \frac{1+q}{1-q}\right] .
$$

For $\xi>\beta$ and $\nu_{t}=t \delta_{\xi}$ (single repeated pole) we have

$$
S(t)=[\alpha, b(t)], \quad b(t)= \begin{cases}\beta, & t<\sqrt{\frac{\alpha(\alpha \xi-1)}{\xi-\alpha}} ; \\ \alpha \xi /\left(\alpha+t^{2} \xi-t^{2} \alpha\right), & t \geq \sqrt{\frac{\alpha(\alpha \xi-1)}{\xi-\alpha}} .\end{cases}
$$

Proof Under the assumption that $\operatorname{supp}\left(\nu_{t}\right) \subset(\beta,+\infty)$, it can be shown (see [7,28] and [5, Lemma A.3]) that $S(t)=\operatorname{supp}\left(\sigma-\mu_{t}\right)=[\alpha, b(t)]$ if

$$
\begin{equation*}
\sqrt{\frac{\alpha}{b(t)}}=\int \sqrt{\frac{y-\alpha}{y-b(t)}} \mathrm{d} \nu_{t}(y) \tag{5.1}
\end{equation*}
$$

has a solution $b(t) \in[\alpha, \beta]$ (which is unique in this case), and otherwise $b(t)=$ $\beta$. The assertion follows by solving this equation with $\nu_{t}=t \delta_{\xi}$.

Example 5.1 We apply Lemma 5.1 with $q=1 / 2$ and $\xi=4$, yielding

$$
S(t)=[1 / 3, b(t)], \quad b(t)= \begin{cases}3, & t<1 / \sqrt{33} \approx 0.174 \\ 4 /\left(11 t^{2}+1\right), & t \geq 1 / \sqrt{33}\end{cases}
$$

We expect that if $A$ is of order, say, $N=100$, convergence of Ritz values sets in at iteration $n=\lceil N / \sqrt{33}\rceil=18$, which is confirmed numerically in Figure 5.1

Table 5.1 Color code for the following figures.

| Color | Relative distance of a Ritz value $\theta$ to the spectrum |
| :---: | :---: |
| Red | $\operatorname{dist}(\theta, \Lambda(A))<10^{-13}$ |
| Yellow | $10^{-13} \leq \operatorname{dist}(\theta, \Lambda(A))<10^{-8}$ |
| Green | $10^{-8} \leq \operatorname{dist}(\theta, \Lambda(A))<10^{-3}$ |
| Blue | $10^{-3} \leq \operatorname{dist}(\theta, \Lambda(A))$ |

(left). To indicate the distance of each Ritz value to a closest eigenvalue (relative to the width of the spectral interval) we have used the color code given in Table 5.1. The solid black curve indicates the right endpoint of the interval $S(t)$.

We now approximate $f(A) \boldsymbol{b}$ for the function $f(z)=\log (3-z)$, which can be represented as a polynomial modification of a Markov function whose generating measure has support $\Gamma=[3,+\infty]$ (the branch cut of $f$, cf. Remark 2.1). The evaluation of the integral formula (1.7) involves the determination of the minimum

$$
\min _{x \in \Gamma} \int_{0}^{t} \int g_{S(\tau)}(x, y) \mathrm{d} \widetilde{\nu}_{\tau}(y) \mathrm{d} \tau=\min _{x \in \Gamma} \int_{0}^{t} g_{S(\tau)}(x, \xi) \mathrm{d} \tau
$$

Since the sets $S(t)$ are intervals, the associated Green functions are explicitly known. To be precise, if $S=[a, b]$ then the Green function $g_{S}(x, y)$ of $\overline{\mathbb{C}} \backslash S$ with pole at $y$ is

$$
\begin{equation*}
g_{S}(x, y)=\log \left|\frac{\phi_{S}(x)-1 / \overline{\phi_{S}(y)}}{1-\phi_{S}(x) / \phi_{S}(y)}\right| \tag{5.2}
\end{equation*}
$$

where $\phi_{S}(x)$ is the conformal map from $\overline{\mathbb{C}} \backslash S$ onto the exterior of the unit disk,

$$
\begin{equation*}
\phi_{S}(x)=\frac{2 x-a-b}{b-a}+\sqrt{\left(\frac{2 x-a-b}{b-a}\right)^{2}-1} \tag{5.3}
\end{equation*}
$$

To locate the minimum in (1.7), we make use of the fact that $S(t)$ lies to the left of the pole $\xi=4$ and hence $g_{S(t)}(x, \xi)$ is strictly monotonically increasing for $x \in[\beta=3, \xi)$ and strictly monotonically decreasing for $x \in(\xi,+\infty]$. Therefore the minimum in (1.7) can either be located at $x=\beta$ or $x=+\infty$. We have used a numerical quadrature formula to approximate the involved integral for both values of $x \in\{3,+\infty\}$ and to take the minimal value for each $t$. The resulting superlinear error estimate (1.7) is shown as the dashed red curve in Figure 5.1 (right). The predicted convergence rate is in good agreement with the actual convergence of rational Arnoldi. Note that in the first 17 iterations we have $S(t)=[\alpha, \beta]=[1 / 3,3]$ (i.e., none of the Ritz values has converged), which is not away from $\Gamma=[3,+\infty]$, and therefore the predicted convergence rate must be 1 .


Fig. 5.1 On the left we plot the Ritz values of order $n=1, \ldots, N$, associated with a Toeplitz matrix $A$ and a random vector $b$ of size $N=100$. All poles are at $\xi=4$. The colors indicate the distance of each Ritz value to a closest eigenvalue of $A$ (cf. Table 5.1). The solid black curve is the right endpoint of the interval $S(t)$. On the right we plot the convergence of the rational Arnoldi method towards $f(A) b$ with $f(z)=\log (3-z)$ (solid black curve), together with the predicted convergence rate from our integral formula (dashed red curve).

### 5.2 The 1D-Laplacian

The following Lemma characterizes $S(t)=\operatorname{supp}\left(\sigma-\mu_{t}\right)$ when $A$ is a finitedifference discretization of the 1D-Laplacian.

Lemma 5.2 The eigenvalues of

$$
A_{N}=\left(\begin{array}{ccc}
2 & -1 & \\
-1 & 2 & \ddots \\
& \ddots & \ddots
\end{array}\right) \in \mathbb{R}^{N \times N}
$$

are asymptotically distributed like

$$
\frac{\mathrm{d} \sigma(x)}{\mathrm{d} x}=\frac{1}{\pi \sqrt{x(4-x)}}, \quad \operatorname{supp}(\sigma)=[0,4] .
$$

For $\xi \leq 0$ and $\nu_{t}=t \delta_{\xi}$ (single repeated pole) we have

$$
S(t)=[a(t), 4], \quad a(t)= \begin{cases}0, & t<\sqrt{\xi /(\xi-4)} ; \\ \xi+t^{2}(4-\xi), & t \geq \sqrt{\xi /(\xi-4)}\end{cases}
$$

For $\nu_{t}=t\left(\delta_{0}+\delta_{\infty}\right) / 2$ (extended Krylov) we have

$$
S(t)=[a(t), 4], \quad a(t)=4 t^{2} /(2-t)^{2} .
$$

Proof The eigenvalues of $A_{N}$ are known to be $\lambda_{j, N}=2-2 \cos (\pi j /(N+1))$ $(j=1, \ldots, N)$, which allows to easily verify the first assertion about the density $\mathrm{d} \sigma / \mathrm{d} x$. We now go back to Lemma 5.1, in particular formula (5.1) of its proof, setting $\nu_{t}=t_{1} \delta_{\xi_{1}}+t_{2} \delta_{\infty}, t_{1}+t_{2}=t$ and $\xi_{1} \geq \beta$. Using the linear transformation

$$
\ell_{q}:[\alpha, \beta] \rightarrow[0,4], \quad \ell_{q}(x):=x \cdot\left(q^{2}-1\right) / q+(1+q)^{2} / q
$$

we find that we may as well look for the solution $a(t)=\ell_{q}(b(t)) \in[0,4]$ of

$$
\begin{equation*}
\sqrt{\frac{(1-q)^{2}}{(1+q)^{2}-q \cdot a(t)}}=t_{1} \sqrt{\frac{4-\xi}{a(t)-\xi}}+t_{2}, \quad \xi=\ell_{q}\left(\xi_{1}\right) \tag{5.4}
\end{equation*}
$$

It is interesting to see what happens when $q \rightarrow 0$. Because $a(t)=\ell_{q}(b(t))$ varies continuously in $q$, the solution of the limiting problem is

$$
a(t)=\xi+\frac{t_{1}^{2}(4-\xi)}{\left(1-t_{2}\right)^{2}}
$$

A simple calculation shows that

$$
\ell_{q}\left(\operatorname{toep}\left(\ldots, q^{2}, q^{1}, q^{0}, q^{1}, q^{2}, \ldots\right)\right) \rightarrow \operatorname{tridiag}(-1,2,-1)
$$

as $q \rightarrow 0$, hence $a(t)$ indeed is the left boundary of $S(t)$ associated with the measures $\sigma$ and $t_{1} \delta_{\xi}+t_{2} \delta_{\infty}$. Setting $t_{1}=t$ and $t_{2}=0$ in the case of a single repeated pole $\xi \leq 0$, or $t_{1}=t_{2}=t / 2$ and $\xi=0$ in the case of extended Krylov, yields the asserted formulas.

Example 5.2 Assume we run the rational Arnoldi method for the 1D-Laplacian $A=\operatorname{tridiag}(-1,2,-1) \in \mathbb{R}^{100 \times 100}$ and the function $f(z)=z^{-1 / 2}$, hence $\Gamma=[-\infty, 0]$. The smallest and largest eigenvalues of $A$ are

$$
\lambda_{\min }=2-2 \cos (\pi / 101) \quad \text { and } \quad \lambda_{\max }=2-2 \cos (100 \pi / 101)
$$

Let us choose one single repeated pole $\xi=-\sqrt{\lambda_{\min } \lambda_{\max }} \leq 0$, the pole for which the expected linear convergence rate becomes minimal ${ }^{1}$ with value

$$
R=\frac{\sqrt[4]{\kappa}-1}{\sqrt[4]{\kappa}+1}, \quad \kappa=\frac{\lambda_{\max }}{\lambda_{\min }}
$$

In fact, this rate coincides with the linear convergence rate of the extended Krylov subspace method given in [29] (cf. also (1.8)).

As one can see in Figure 5.2, our convergence bound predicts superlinear convergence starting for $t=\sqrt{\xi /(\xi-4)} \approx 0.14$, and this is in good agreement with the observed convergence acceleration of the rational Arnoldi method at iteration $n=t N \approx 14$. The predicted initial stagnation phase is not observed

[^1]

Fig. 5.2 On the left we plot the Ritz values of order $n=1, \ldots, N$, associated with the matrix $A=\operatorname{tridiag}(-1,2,-1)$ and a random vector $b$ of size $N=100$. The colors indicate the distance of each Ritz value to a closest eigenvalue of $A$ (cf. Table 5.1). The solid black curve is our prediction for the region of converged Ritz values. On the right we show the convergence of the rational Arnoldi method towards $f(A) b$ with $f(z)=z^{-1 / 2}$. The single pole $\xi<0$ is asymptotically optimal and the linear convergence rate (dash-dotted blue line) equals that of the extended Krylov subspace method.
in the actual convergence of the method because $A$ is a finite matrix whose eigenvalues do not exhaust the interval $\operatorname{supp}(\sigma)=[0,4]$. It is interesting to note that our integral formula captures the nonconcavity of the convergence curve. This is explained by the fact that the minimum

$$
\min _{x \in \Gamma} \int_{0}^{t} g_{S(\tau)}(x, \xi) \mathrm{d} \tau
$$

is attained at $x=0$ for early iterations, and at $x=-\infty$ for later iterations (i.e., after the cusp in the convergence curve occurred).

Example 5.3 We return to the example from the introduction, the convergence of the extended Krylov subspace method (i.e., $\nu_{t}=t\left(\delta_{0}+\delta_{\infty}\right) / 2$ ) for the 1DLaplacian. By Lemma 5.2 we have $S(t)=\operatorname{supp}\left(\sigma-\mu_{t}\right)=\left[4 t^{2} /(2-t)^{2}, 4\right]$. (The left endpoint of $S(t)$ is indicated as the solid black curve in the left plot of Figure 1.1.) To estimate the right-hand side of (1.7) we use
$\min _{x \leq 0} \frac{1}{2} \int_{0}^{t} g_{S(\tau)}(x, 0)+g_{S(\tau)}(x, \infty) \mathrm{d} \tau \geq \frac{1}{2} \int_{0}^{t} \min _{x \leq 0}\left(g_{S(\tau)}(x, 0)+g_{S(\tau)}(x, \infty)\right) \mathrm{d} \tau$.
It is shown in [29, Proposition 3.6] that for a positive interval $S=[a, b]$, the minimum on the right-hand side of (5.5) is attained at the point $x=-\sqrt{a b}$, leading to the linear convergence rate

$$
\frac{\sqrt[4]{\kappa}-1}{\sqrt[4]{\kappa}+1} \leq \exp \left(-\frac{2}{\sqrt[4]{\kappa}}\right), \quad \kappa=\frac{b}{a}
$$

of the extended Krylov subspace method (cf. (1.8)). Therefore our integral formula (1.7) can be interpreted as a continuous geometric mean of linear convergence rates, the latter of which depend on a decreasing "effective condition number" $\kappa_{t}=b / a(t)=(2-t)^{2} / t^{2}$. Hence by some simple calculation,

$$
\begin{aligned}
\limsup _{\substack{n, N \rightarrow \infty \\
n / N \rightarrow t}}\left\|f\left(A_{N}\right) \boldsymbol{b}_{N}-\boldsymbol{f}_{n, N}\right\|^{1 / N} & \leq \exp \left(\int_{0}^{t} \log \left(\frac{\sqrt[4]{\kappa_{\tau}}-1}{\sqrt[4]{\kappa_{\tau}}+1}\right) \mathrm{d} \tau\right) \\
& \leq \exp \left(\int_{0}^{t}-\frac{2}{\sqrt[4]{\kappa_{\tau}}} \mathrm{d} \tau\right) \\
& =\exp \left(-4 \arcsin (\sqrt{t / 2})+2 \sqrt{2 t-t^{2}}\right) \\
& \leq \exp \left(-\frac{\sqrt{8} t^{3 / 2}}{3}\right)
\end{aligned}
$$

where the last bound has been obtained by a power series expansion about 0 . The last expression is shown on the right-hand side of Figure 1.1 (the dotted red curve). To summarize, we can expect that the extended Krylov subspace method for the 1D-Laplacian (with $N$ large enough) converges superlinearly as

$$
\left\|f(A) \boldsymbol{b}-\boldsymbol{f}_{n}\right\| \lesssim \exp \left(-\frac{\sqrt{8} n^{3 / 2}}{3 \sqrt{N}}\right) .
$$

Note that at least this convergence is obtained by the extended Krylov subspace method with any Hermitian matrix which, when being scaled to spectral interval $[0,4]$, has an eigenvalue density such that $S(t) \subseteq\left[4 t^{2}(2-t)^{2}, 4\right]$, i.e., the spectrum should at least not be denser close to the origin than the eigenvalues of the 1D-Laplacian.

## 6 Proofs

For a proof of Theorem 4.1 we will show several auxiliary results, always assuming without explicit mention that the assumptions of Theorem 4.1 hold. Our first Lemma 6.1 establishes that $\mu_{t}$ increases in $t$. Subsequently, we show in Lemma 6.2 that we may express the potential of the pole measure $\nu_{t}$ as an integral of the potentials of its derivative $\widetilde{\nu}_{t}$. Our integral formula for $G(t, z)$ is derived by integrating its derivative with respect to $t$. Inequalities for the difference quotient in terms of Green functions are established in Lemma 6.3, and some elementary facts about these Green functions established in Lemma 6.5 will allow to show in Lemma 6.6 that the $t$-derivative exists almost everywhere. After examining the limit for $t \rightarrow 0+$ in Lemma 6.4 , we will be prepared to conclude with the proofs of Theorem 4.1 and Corollary 4.1.

Lemma 6.1 For all $0<\tau<t<1$, the quantity $\mu_{t}-\mu_{\tau}$ is a positive measure, with $\operatorname{supp}\left(\mu_{t}-\mu_{\tau}\right) \subset S(\tau)$. In particular, $S(t)$ is decreasing in $t$.

Proof The statement of Lemma 6.1 has already been shown in a more general setting in [13, Theorem A.10(a)], we give a (simplified) proof for completeness. Let $0<\tau<t<1$, then, by (3.4),

$$
\begin{equation*}
U^{\mu_{t}-\mu_{\tau}}(z) \leq F_{t}-F_{\tau}+U^{\nu_{t}-\nu_{\tau}}(z) \tag{6.1}
\end{equation*}
$$

for $z \in S(\tau)$. Consider the Hahn decomposition $\mu_{+}-\mu_{-}=\mu_{t}-\mu_{\tau}=\sigma-$ $\mu_{\tau}-\left(\sigma-\mu_{t}\right)$ with (positive) measures $\mu_{+}, \mu_{-}$. Since $\sigma-\mu_{t} \geq 0$, it follows that $\operatorname{supp}\left(\mu_{+}\right) \subset \operatorname{supp}\left(\sigma-\mu_{\tau}\right)=S(\tau)$. Taking into account that $\nu_{t}-\nu_{\tau} \geq 0$, we may apply the Principle of Domination [42, Theorem II.3.2], telling us that (6.1) holds for all $z \in \mathbb{C}$, but, again according to (3.4), there must be $\geq$ and thus equality for $z \in S(t)$. Since in addition all involved measures have finite potential in some open neighborhood of $S(t)$, we may apply de la Vallée-Poussin's Theorem [42, Theorem IV.4.5] to conclude that

$$
\left.\left(\mu_{t}-\mu_{\tau}-\left(\nu_{t}-\nu_{\tau}\right)\right)\right|_{S(t)} \geq 0
$$

Since $\nu_{t}, \nu_{\tau}$ are supported in a set having an empty intersection with $S(t)$, it follows that $\left.\left(\sigma-\mu_{\tau}\right)\right|_{S(t)}-\left(\sigma-\mu_{t}\right) \geq 0$ or $\mu_{\tau} \leq \mu_{t}$, as claimed in Lemma 6.1. The other two claims of Lemma 6.1 are an immediate consequence.

In a next step, let us show that our assumptions on $\nu_{t}$ allow for the derivation of an integral formula similar to the one of Theorem 4.1.

Lemma 6.2 For all $0<t<1$ and $z \in \mathbb{C}$ we have

$$
U^{\nu_{t}}(z)=\int_{0}^{t} U^{\widetilde{\nu}_{\tau}}(z) \mathrm{d} \tau
$$

Proof Let $0<T<1$. For some fixed function $f$ continuous in $\operatorname{supp}\left(\nu_{T}\right)$, we consider the function $(0, T] \ni t \mapsto h(t)=\int f(y) \mathrm{d} \nu_{t}(y)$. We claim that $h(0+)=0$, that $h$ is Lipschitz continuous on ( $0, T$ ], and that $h$ is differentiable almost everywhere on $(0, T]$, with $h^{\prime}(t)=\int f(y) \mathrm{d} \widetilde{\nu}_{t}(y)$. In this case, we get for each $0<t \leq T$

$$
h(t)=\int_{0}^{t} h^{\prime}(\tau) \mathrm{d} \tau,
$$

which can be rewritten as

$$
\begin{equation*}
\int f(y) d \nu_{t}(y)=\int_{0}^{t} \int f(y) \mathrm{d} \widetilde{\nu}_{\tau}(y) d \tau \tag{6.2}
\end{equation*}
$$

For a proof of our claims we set $C:=\max _{y \in \operatorname{supp}\left(\nu_{T}\right)}|f(y)|<\infty$, and notice that, by monotonicity of the $\nu_{t}$, we have $|f(y)| \leq C$ for all $y \in \operatorname{supp}\left(\nu_{t}\right)$ and for all $0<t \leq T$. First recall that $\nu_{t} \geq 0$ of mass $t$ implies that

$$
|h(t)| \leq \int|f(y)| d \nu_{t}(y) \leq \int C \mathrm{~d} \nu_{t}(y)=t C \rightarrow 0, \quad t \rightarrow 0+
$$

and thus $h(0+)=0$. By a similar argument, we obtain for $0<\tau<t \leq T$ the condition

$$
\left|\frac{h(t)-h(\tau)}{t-\tau}\right| \leq \int C \mathrm{~d} \frac{\nu_{t}-\nu_{\tau}}{t-\tau}(y)=C
$$

and thus Lipschitz continuity, since again by assumption on $\nu_{t}$ the (signed) measure occurring on the right is a probability measure. Finally, the differentiability of $h$ at $t$ and the above formula $h^{\prime}(t)=\int f(y) \mathrm{d} \widetilde{\nu}_{t}(y)$ is an immediate consequence of our assumption that $t \mapsto \nu_{t}$ has a weak-star derivative at $t$, see (4.2). Thus formula (6.2) is true for any function $f$ continuous on $\operatorname{supp}\left(\nu_{T}\right)$.

In particular, for fixed $z \notin \operatorname{supp}\left(\nu_{T}\right)$, we may take $f(y)=\log (1 / \mid z-$ $y \mid)$ in (6.2), which gives the claim of Lemma 6.2. The remaining case $z \in$ $\operatorname{supp}\left(\nu_{T}\right)$ is slightly more involved. For $M \geq 1$, we consider the regularized logarithmic kernel $f_{M}(y)=\min (M, \log (1 /|y-z|))$ being clearly continuous in $y$ and bounded below in $\operatorname{supp}\left(\nu_{T}\right)$ uniformly in $M$ in terms of the diameter of $\operatorname{supp}\left(\nu_{T}\right)$. Also, for fixed $y$, the quantity $f_{M}(y)$ is increasing in $M$. We observe in addition that $\int f_{M}(y) \mathrm{d} \widetilde{\nu}_{\tau}(y)$ is bounded below uniformly in $\tau$ and $M$ (since $\widetilde{\nu}_{\tau}$ is a probability measure), and increasing in $M$ for fixed $\tau$. Hence, applying the monotone convergence theorem (for several times), we obtain

$$
\begin{aligned}
U^{\nu_{t}}(z) & =\lim _{M \rightarrow \infty} \int f_{M}(y) \mathrm{d} \nu_{t}(y)=\lim _{M \rightarrow \infty} \int_{0}^{t} \int f_{M}(y) \mathrm{d} \widetilde{\nu}_{\tau}(y) \mathrm{d} \tau \\
& =\int_{0}^{t} \lim _{M \rightarrow \infty} \int f_{M}(y) \mathrm{d} \widetilde{\nu}_{\tau}(y) \mathrm{d} \tau=\int_{0}^{t} U^{\widetilde{\nu}_{\tau}}(z) \mathrm{d} \tau,
\end{aligned}
$$

as claimed in Lemma 6.2.
We notice that $z \mapsto G(t, z)$ is continuous also at infinity, with value $G(t, \infty)=-F_{t}$. We now establish a basic inequality refining (6.1), a similar one may be found in [13, Eqns. (A.22),(A.25)].

Lemma 6.3 For all $0<\tau<t<1$ and $z \in \overline{\mathbb{C}}$ we have
$-\int g_{S(t)}(z, y) \mathrm{d} \frac{\nu_{t}-\nu_{\tau}}{t-\tau}(y) \leq \frac{G(t, z)-G(\tau, z)}{t-\tau} \leq-\int g_{S(\tau)}(z, y) \mathrm{d} \frac{\nu_{t}-\nu_{\tau}}{t-\tau}(y)$.
Proof First recall from [42, Theorem II.5.1(iv) and Eqn. (5.7)] that

$$
\int g_{S}(z, y) \mathrm{d} \rho(y)
$$

is $=0$ quasi-everywhere on $S$ for any compact $S \subset \mathbb{R}$ of positive capacity, where we use the abbreviation $\rho=\frac{\nu_{t}-\nu_{\tau}}{t-\tau}$ being a probability measure by the assumptions of Theorem 4.1. We may rewrite this expression as

$$
\int g_{S}(z, y) \mathrm{d} \rho(y)=U^{\rho}(z)-U^{\widetilde{\rho}}(z)+\int g_{S}(\infty, y) \mathrm{d} \rho(y)
$$

with $\widetilde{\rho}$ the balayage measure of $\rho$ onto the given compact $S$ (namely the unique measure supported in $S$ with the same mass as $\rho$ such that $U^{\rho-\widetilde{\rho}}$ is constant quasi-everywhere on $S$ ).

We start by showing the right-hand inequality and put $S=S(\tau)$. Recall from (3.4) that $G(t, z) \leq 0$ and $G(\tau, z)=0$ on $S$. Hence

$$
\begin{align*}
& \frac{G(t, z)-G(\tau, z)}{t-\tau}+\int g_{S}(z, y) \mathrm{d}\left(\nu_{t}-\nu_{\tau}\right)(y)  \tag{6.3}\\
& =U^{\kappa}(z)-U^{\tilde{\rho}}(z)-\frac{F_{t}-F_{\tau}}{t-\tau}+\int g_{S}(\infty, y) \mathrm{d} \rho(y)
\end{align*}
$$

is $\leq 0$ quasi-everywhere on $S$, where we have set $\kappa=\frac{\mu_{t}-\mu_{\tau}}{t-\tau}$, which again by Lemma 6.1 is a probability measure. Since $\operatorname{supp}(\kappa) \subset S$, the Principle of Domination tells us that the expression (6.3) is $\leq 0$ everywhere in $\overline{\mathbb{C}}$, as claimed above.

In order to show the left-hand inequality, we put $S=S(t)$, and thus $G(t, z)=0$ and $G(\tau, z) \leq 0$ on $S$. Hence the expression (6.3) is $\geq 0$ quasieverywhere on $S$ which contains $\operatorname{supp}(\widetilde{\rho})$. Applying again the Principle of Domination gives the required inequality.

Lemma 6.4 For all $z \in \mathbb{C} \backslash \operatorname{supp}(\sigma)$, we have

$$
\lim _{t \rightarrow 0+} U^{\mu_{t}}(z)=0, \quad \lim _{t \rightarrow 0+} F_{t}=0
$$

Proof The first claim is a consequence of the facts that, by Lemma 6.1, $\mu_{t} \rightarrow 0$ for $t \rightarrow 0+$, and $y \mapsto \log (1 /|z-y|)$ is continuous on $\operatorname{supp}(\sigma)=\operatorname{supp}\left(\mu_{t}\right)$ by assumption on $z$. Also, by (3.4),

$$
(1-t) F_{t}=I\left(\mu_{t}-\nu_{t}, \sigma-\mu_{t}\right)=-I\left(\nu_{t}, \sigma-\mu_{t}\right)+I\left(\sigma, \mu_{t}\right)-I\left(\mu_{t}, \mu_{t}\right) .
$$

We now recall that $\nu_{t} \rightarrow 0$ and $\sigma-\mu_{t} \rightarrow \sigma$ for $t \rightarrow 0$, the first (and the second) measure being supported on subsets of $\operatorname{supp}\left(\nu_{T}\right)(\operatorname{and} \operatorname{supp}(\sigma))$, where by assumption these two sets have empty intersection. Hence $I\left(\nu_{t}, \sigma-\mu_{t}\right) \rightarrow$ $I(0, \sigma)=0$. Also, since $U^{\sigma}$ is assumed to be continuous, we have by definition of weak-star convergence that $I\left(\mu_{t}, \sigma\right)=\int U^{\sigma} \mathrm{d} \mu_{t} \rightarrow 0$. For the final term we obtain by the definition of logarithmic capacity the lower bound $I\left(\mu_{t}, \mu_{t}\right) \geq$ $t^{2} \log (1 / \operatorname{cap}(\operatorname{supp}(\sigma)))$, and hence

$$
\limsup _{t \rightarrow 0+} F_{t} \leq \limsup _{t \rightarrow 0+} \frac{-t^{2}}{1} \log \frac{1}{\operatorname{cap}(\operatorname{supp}(\sigma))}=0
$$

On the other hand, letting $x \rightarrow \infty$ in (3.4) yields $F_{t} \geq 0$, as required for the second claim of Lemma 6.4.

In view of Lemma 6.4 we may define the quantities $F_{t}, \mu_{t}$ for $t=0$ by continuity, by setting $F_{0}=0$ and $\mu_{0}=\nu_{0}=0, S(0)=\operatorname{supp}\left(\sigma-\mu_{0}\right)=\operatorname{supp}(\sigma)$. It is not difficult to check that in this case Lemma 6.3 remains true also for $\tau=0$.

In order to be able to consider the limit $\tau \rightarrow t$ in Lemma 6.3, we require some auxiliary properties on Green functions stated below.

Lemma 6.5 For fixed $z, y \in \overline{\mathbb{C}} \backslash \operatorname{supp}(\sigma)$ and $0 \leq \tau<t<1$ we have

$$
\begin{equation*}
0 \leq g_{S(\tau)}(z, y) \leq g_{S(t)}(z, y) \tag{6.4}
\end{equation*}
$$

Moreover, if the map $t \mapsto \operatorname{cap}(S(t))$ is continuous in $t$ then

$$
\begin{equation*}
\lim _{\tau \rightarrow t} \max _{y \in \Delta}\left|g_{S(t)}(z, y)-g_{S(\tau)}(z, y)\right|=0 \tag{6.5}
\end{equation*}
$$

for any closed $\Delta \subset \overline{\mathbb{C}} \backslash \operatorname{supp}(\sigma)$.
Proof From [42, Eqn. (II.4.3) and Theorem II.4.9] we know that $g_{S}(z, y)=$ $g_{S}(y, z) \geq 0$ for all $x, y \in \mathbb{C}$ and all compact $S \subset \mathbb{R}$. We will first show the above claims for $z=\infty$, where we recall from [42, Corollary I.4.5 and Eqn. (I.4.8)] that

$$
g_{S}(y, \infty)=\log \frac{1}{\operatorname{cap}(S)}-U^{\omega_{S}}(y)
$$

with $\omega_{S}$ the Robin equilibrium measure of the compact set $S, \operatorname{supp}\left(\omega_{S}\right) \subset S$, and in particular $g_{S}(y, \infty)=0$ for quasi all $y \in S$. Letting $\tau<t$ and thus $S(t) \subset S(\tau)$, we conclude that the function $u_{\tau, t}(y)=g_{S(t)}(y, \infty)-g_{S(\tau)}(y, \infty)$ is $=0$ quasi-everywhere on $S(t)$, and hence $\geq 0$ on $\mathbb{C}$ by the Principle of Domination, implying (6.4) for $z=\infty$.

Suppose now that $\operatorname{cap}(S(\tau)) \rightarrow \operatorname{cap}(S(t))$ for $\tau \rightarrow t$, or, in other words, $u_{\tau, t}(\infty) \rightarrow 0$ for $\tau \rightarrow t$. Since $\left(u_{\tau, t}\right)$ is harmonic in $\overline{\mathbb{C}} \backslash \operatorname{supp}(\sigma)$ and decreasing in $\tau$ by (6.4), and $u_{t, t}(y)=0$, we may conclude from the Harnack Principle [42, Theorem 0.4.10] that $u_{\tau, t} \rightarrow 0$ for $\tau \rightarrow t$ uniformly in $\Delta$, a closed subset of $\overline{\mathbb{C}} \backslash \operatorname{supp}(\sigma)$, as claimed in (6.5) for $z=\infty$.

Finally, if $z \in \mathbb{C} \backslash \operatorname{supp}(\sigma)$, we denote by $\varphi$ a Moebius transformation sending $z$ to $\varphi(z)=\infty$, and hence $\varphi(S(t))$ is some compact subset of $\mathbb{C}$ with connected complement and empty interior. From [42, Eqn. (II.4.4)] we know that $g_{S(\tau)}(z, y)=g_{S(\tau)}(y, z)=g_{\varphi(S(\tau))}(\varphi(y), \infty)$. Hence we may conclude as above provided that we are able to show that
$\lim _{\tau \rightarrow t} \operatorname{cap}(S(\tau))=\operatorname{cap}(S(t)) \quad$ implies $\quad \lim _{\tau \rightarrow t} \operatorname{cap}(\varphi(S(\tau)))=\operatorname{cap}(\varphi(S(t)))$.
Indeed, for any decreasing family of compact sets $E_{t}$, we have $\operatorname{cap}\left(E_{\tau}\right) \rightarrow$ $\operatorname{cap}\left(E_{t}\right)$ for $\tau \rightarrow t$ if and only if

$$
\operatorname{cap}\left(\left(\bigcap_{\tau<t} E_{\tau}\right) \backslash\left(\bigcup_{\tau>t} E_{\tau}\right)\right)=0
$$

and this last property is invariant under the Moebius transformation $\varphi$.
Since the sets $S(t)$ are decreasing, also $t \mapsto \operatorname{cap}(S(t))$ is decreasing, meaning that this map only has a countable number of discontinuities. Let us denote by $\Theta$ the set of $\tau \in(0,1)$ such that $t \mapsto \operatorname{cap}(S(t))$ is continuous in $\tau$, and $t \mapsto \nu_{t}$ is differentiable in $\tau$.

Lemma 6.6 Let $z \in \mathbb{C} \backslash \operatorname{supp}(\sigma), 0<T<1$.
(a) The function $[0, T] \ni t \mapsto F_{t}$ is Lipschitz continuous and, for $t \in \Theta$, the following derivative exists

$$
\frac{\partial}{\partial t} F_{t}=\int g_{S(t)}(\infty, y) \mathrm{d} \widetilde{\nu}_{t}(y)
$$

(b) The function $[0, T] \ni t \mapsto U^{\mu_{t}}(z)-F_{t}$ is Lipschitz continuous and, for $t \in \Theta$, the following derivative exists

$$
\frac{\partial}{\partial t}\left(U^{\mu_{t}}(z)-F_{t}\right)=\int\left(\log \frac{1}{|z-y|}-g_{S(t)}(z, y)\right) \mathrm{d} \widetilde{\nu}_{t}(y)
$$

Proof From Lemma 6.3 with $z=\infty$ we obtain for $0 \leq \tau<t \leq T$ the inequalities

$$
\begin{equation*}
\int g_{S(\tau)}(y, \infty) \mathrm{d} \frac{\nu_{t}-\nu_{\tau}}{t-\tau}(y) \leq \frac{F_{t}-F_{\tau}}{t-\tau} \leq \int g_{S(t)}(y, \infty) \mathrm{d} \frac{\nu_{t}-\nu_{\tau}}{t-\tau}(y) \tag{6.6}
\end{equation*}
$$

Taking into account (6.4), we arrive at

$$
\left|\frac{F_{t}-F_{\tau}}{t-\tau}\right| \leq C:=\max _{y \in \operatorname{supp}\left(\nu_{T}\right)} \max \left\{g_{S(T)}(y, \infty),-g_{\operatorname{supp}(\sigma)}(y, \infty)\right\}<\infty
$$

and thus $t \mapsto F_{t}$ is indeed Lipschitz continuous. From the weak-star differentiability of $t \mapsto \nu_{t}$ and the continuity of $y \mapsto g_{S(t)}(y, \infty)$ on $\operatorname{supp}\left(\nu_{T}\right)$ we obtain from (6.6) the relations

$$
\begin{aligned}
\limsup _{\tau \rightarrow t-} \frac{F_{t}-F_{\tau}}{t-\tau} & \leq \int g_{S(t)}(y, \infty) \mathrm{d} \widetilde{\nu}_{t}(y) \\
\liminf _{\tau \rightarrow t+} \frac{F_{t}-F_{\tau}}{t-\tau} & \geq \int g_{S(t)}(y, \infty) \mathrm{d} \widetilde{\nu}_{t}(y)
\end{aligned}
$$

where the second inequality is obtained by exchanging the role of $t$ and $\tau$ in (6.6).

Let $t \in \Theta$ be a point of continuity of the map $t \mapsto \operatorname{cap}(S(t))$. Then using again the weak-star differentiability of $t \mapsto \nu_{t}$ we obtain from (6.6)

$$
\begin{aligned}
& \liminf _{\tau \rightarrow t-} \frac{F_{t}-F_{\tau}}{t-\tau}-\int g_{S(t)}(y, \infty) \mathrm{d} \widetilde{\nu}_{t}(y) \\
\geq & -\limsup _{\tau \rightarrow t-} \max _{y \in \operatorname{supp}\left(\nu_{T}\right)}\left|g_{S(t)}(y, \infty)-g_{S(\tau)}(y, \infty)\right| \int \mathrm{d} \frac{\nu_{t}-\nu_{\tau}}{t-\tau}(x)=0
\end{aligned}
$$

the last equality following from (6.5). Similarly, by exchanging $t$ and $\tau$ in (6.6), one obtains the missing expression for the lim sup for $\tau \rightarrow t+$, which allows us to insure that Lemma 6.6(a) holds.

A proof of part (b) is very similar, we just outline the necessary adjustments. First, from Lemma 6.3 for fixed $z \in \mathbb{C} \backslash \operatorname{supp}(\sigma)$ we obtain for $0 \leq \tau<t \leq T$ the inequality

$$
\begin{aligned}
& \int\left(\log \frac{1}{|z-y|}-g_{S(t)}(z, y)\right) \mathrm{d} \frac{\nu_{t}-\nu_{\tau}}{t-\tau}(y) \leq \frac{\left(U^{\mu_{t}}(z)-F_{t}\right)-\left(U^{\mu_{\tau}}(z)-F_{\tau}\right)}{t-\tau} \\
& \leq \int\left(\log \frac{1}{|z-y|}-g_{S(\tau)}(z, y)\right) \mathrm{d} \frac{\nu_{t}-\nu_{\tau}}{t-\tau}(y)
\end{aligned}
$$

Then we observe that the expression

$$
\log \frac{1}{|z-y|}-g_{S(t)}(z, y)
$$

is continuous in $y \in \operatorname{supp}\left(\nu_{T}\right)$ for fixed $t$ (even if $z$ itself is an element of $\operatorname{supp}\left(\nu_{T}\right)$, since two singularities cancel in this case), and decreasing in $t$ for fixed $y$ by (6.4). Hence, as before, we obtain Lipschitz continuity with constant
$C=\max _{y \in \operatorname{supp}\left(\nu_{T}\right)} \max \left\{g_{S(T)}(y, z)-\log \frac{1}{|z-y|}, \log \frac{1}{|z-y|}-g_{\operatorname{supp}(\sigma)}(y, z)\right\}<\infty$.
Also we may conclude as before for the derivative since (6.5) is true not only for $z=\infty$.

We are now prepared to present a proof of Theorem 4.1.
Proof of Theorem 4.1. We use slightly different arguments depending on whether $z$ is finite or not. If $z=\infty$, then $G(t, \infty)=-F_{t}$. We have shown in Lemma 6.6(a) that this function of $t$ is Lipschitz continuous and thus absolutely continuous, and have computed the (almost everywhere existing) derivative. The value at zero has been computed in Lemma 6.4, and hence for all $0<t<1$ we have

$$
G(t, \infty)=\int_{0}^{t} \frac{\partial}{\partial t} G(\tau, \infty) \mathrm{d} \tau=-\int_{0}^{t} \int g_{S(\tau)}(\infty, y) \mathrm{d} \widetilde{\nu}_{\tau}(y) \mathrm{d} \tau
$$

as claimed in Theorem 4.1.
For $z \in \mathbb{C} \backslash \operatorname{supp}(\sigma)$ we write $G(t, z)=\left(U^{\mu_{t}}(z)-F_{t}\right)-U^{\nu_{t}}(z)$, argue as before for $U^{\mu_{t}}(z)-F_{t}$ by using Lemma 6.6(b) and Lemma 6.4, and use for $U^{\nu_{t}}(z)$ the representation of Lemma 6.2. Writing the two integrals under the same sign of integration, we find that

$$
G(t, z)=-\int_{0}^{t}\left(\int\left(g_{S(\tau)}(z, y)-\log \frac{1}{|z-y|}\right) \mathrm{d} \widetilde{\nu}_{\tau}(y)+U^{\widetilde{\nu}_{\tau}}(z)\right) \mathrm{d} \tau
$$

and thus obtain the expression claimed in Theorem 4.1.
For the remaining case $z \in \operatorname{supp}(\sigma)$ we have to be a bit more careful. Let us first show that $t \mapsto \mu_{t}$ is differentiable almost everywhere, with derivative given by $\widetilde{\mu}_{t}$, the balayage measure of $\widetilde{\nu}_{t}$ onto $S(t)$. Indeed, subtracting the expressions for the derivatives obtained in Lemma 6.6(a),(b) we conclude that, for all $t \in \Theta$ and for all $z \notin \operatorname{supp}(\sigma)$ the following derivative exists

$$
\frac{\partial}{\partial t} U^{\mu_{t}}(z)=U^{\widetilde{\nu}}(z)-\int g_{S(t)}(z, y) \mathrm{d} \widetilde{\nu}(y)+\int g_{S(t)}(\infty, y) \mathrm{d} \widetilde{\nu}_{t}(y)=U^{\widetilde{\mu}_{t}}(z)
$$

Denote by $\omega$ any weak-star limit of the probability measures $\frac{\mu_{t}-\mu_{\tau}}{t-\tau}$ for $\tau \rightarrow$ $t$, and thus $\operatorname{supp}(\omega) \subset \operatorname{supp}(\sigma)$. Since for $z \notin \operatorname{supp}(\sigma)$ the function $y \mapsto$ $\log (1 /|y-z|)$ is continuous on $\operatorname{supp}(\sigma)$, we conclude that $U^{\omega}(z)=U^{\widetilde{\mu}_{t}}(z)$ for all $z \notin \operatorname{supp}(\sigma)$, and hence $\omega=\widetilde{\mu}_{t}$ by the Unicity Theorem [42, Theorem II.2.1], that is, $\tau \mapsto \mu_{\tau}$ is weak-star differentiable at $t \in \Theta$. We thus may apply

Lemma 6.2 for both families of measures $t \mapsto \mu_{t}$ and $t \mapsto \nu_{t}$, and with the above result of the first part of the proof we obtain, for all $0<t<1$ and all $z \in \mathbb{C}$,

$$
\begin{aligned}
G(t, z) & =\int_{0}^{t}\left(U^{\widetilde{\mu}_{\tau}-\widetilde{\nu}_{\tau}}(z)-\int g_{S(\tau)}(\infty, y) \mathrm{d} \widetilde{\nu}_{\tau}(y)\right) \mathrm{d} \tau \\
& =-\int_{0}^{t} \int g_{S(\tau)}(z, y) \mathrm{d} \widetilde{\nu}_{\tau}(y) \mathrm{d} \tau
\end{aligned}
$$

as claimed in Theorem 4.1.
Remark 6.1 Notice that, for all continuous functions $f$, formula (6.2) can be written equivalently in a more abstract setting as $\nu_{t}=\int_{0}^{t} \widetilde{\nu}_{\tau} \mathrm{d} \tau$. We therefore have shown in the preceding proof that

$$
\mu_{t}=\int_{0}^{t} \widetilde{\mu}_{\tau} \mathrm{d} \tau, \quad \text { where } \widetilde{\mu}_{t} \text { is the balayage of } \widetilde{\nu}_{t} \text { onto } S(t)
$$

This integral formula for the extremal measure (and for the constraint $\sigma$ for $t \rightarrow 1$ ) is part of what is usually called the Buyarov-Rakhmanov formula [11]. This formula has been established in a more general setting in [13, Theorem A.10], but under technical assumptions which are not easy to verify.

Remark 6.2 In general it is quite difficult to determine for a given family of pole measures $\nu_{t}$ and a constraint $\sigma$ the corresponding sets $S(t)=\operatorname{supp}\left(\sigma-\mu_{t}\right)$ which are required in our integral formula of Theorem 4.1. Apart from being decreasing in $t$, the family of sets $S(t)$ may be quite arbitrary. To be more precise, it is possible to deduce from Lemma 6.1 the semi-continuity

$$
\begin{equation*}
S(t)=\operatorname{Clos}\left(\bigcup_{\tau>t} S(\tau)\right) \tag{6.7}
\end{equation*}
$$

and from Theorem 4.1 the relation

$$
\begin{equation*}
\{z \in \mathbb{C}: G(t, z)=0\}=\bigcap_{\tau<t} S(\tau) \tag{6.8}
\end{equation*}
$$

We notice that the set in (6.8) may be strictly larger than $S(t)$, but this is no longer true if, as in all our examples, $S(t)$ is an interval with endpoints depending continuously on $t$.

Given any family of decreasing compact sets $\widehat{S}(t)$ with the semi-continuity property (6.7), and a family of pole measures $\nu_{t}$ as described in Theorem 4.1, $\operatorname{supp}\left(\nu_{t}\right) \cap \widehat{S}(0)$ being empty, and $\widetilde{\mu}_{t}$ being the balayage of $\widetilde{\nu}_{t}$ onto $\widehat{S}(t)$, then it is possible to show using Remark 6.1 that $S(t)=\widehat{S}(t)$ holds for the constraint

$$
\sigma=\int_{0}^{1} \widetilde{\mu}_{t} \mathrm{~d} t .
$$

Proof of Corollary 4.1. Writing more explicitly

$$
\mathcal{G}\left(\nu_{t}\right):=\sup _{z \in \Gamma} G(t, z),
$$

for an increasing family of pole measures $\nu_{t}$, we first claim the optimality property of Corollary 4.1 that

$$
\begin{equation*}
\mathcal{G}\left(\nu_{t}\right) \geq \mathcal{G}\left(\underline{\nu}_{t}\right) \tag{6.9}
\end{equation*}
$$

for all $t \in(0,1)$ for some particular $\underline{\nu}_{t}$ to be constructed as follows: Following [4], we consider the problem of minimizing $I(\mu-\nu)$ over all measures $\mu, \nu$ of mass $t$ satisfying the constraints $\mu \leq \sigma$ and $\nu \leq \widehat{\sigma}$, for some fixed $\widehat{\sigma}$ supported in $\Gamma$ with continuous potential to be specified later. From [4, Theorem 2.2] we know that there is a unique such couple of extremal measures $\underline{\mu}_{t}, \underline{\nu}_{t}$, being characterized by the equilibrium conditions

$$
U^{\underline{\mu}_{t}-\underline{\nu}_{t}}(z) \begin{cases}=C_{1, t}, & z \in \operatorname{supp}\left(\sigma-\underline{\mu}_{t}\right),  \tag{6.10}\\ =C_{2, t}, & z \in \operatorname{supp}\left(\widehat{\sigma}-\underline{\nu}_{t}\right), \\ \in\left[C_{2, t}, C_{1, t}\right] & \text { otherwise },\end{cases}
$$

for some constants $C_{1, t}>C_{2, t}$. Here it is possible to choose $\widehat{\sigma}$ sufficiently large so that $\operatorname{supp}(\widehat{\sigma}-\nu)=\Gamma$, in other words, this constraint is not active. Then, comparing the first and last condition of (6.10) with [5, Lemma A.1(d)] we conclude that $\underline{\mu}_{t}$ describes the Ritz value distribution for the pole distribution $\underline{\nu}_{t}$, and hence

$$
\begin{equation*}
\mathcal{G}\left(\underline{\nu}_{t}\right)=\max _{z \in \Gamma} U^{\underline{\mu}_{t}-\underline{\nu}_{t}}(z)-C_{1, t}=C_{2, t}-C_{1, t} . \tag{6.11}
\end{equation*}
$$

Let $\nu_{t}$ be now some arbitrary pole distribution, with the corresponding Ritz value distribution $\mu_{t}$. The Domination Lemma of Charges [42, Lemma VIII.2.4] applied to the right-hand side of

$$
U^{\mu_{t}-\nu_{t}}(z)-U^{\underline{\mu}_{t}}-\underline{\underline{\nu}}_{t}(z)=U^{\left(\sigma-\underline{\mu}_{t}\right)-\nu_{t}}(z)-U^{\left(\sigma-\mu_{t}\right)-\underline{\nu}_{t}}(z)
$$

tells us that

$$
\inf _{z \in \operatorname{supp}\left(\sigma-\mu_{t}\right)} U^{\mu_{t}-\nu_{t}}(z)-U^{\mu_{t}-\underline{\nu}_{t}}(z) \leq "_{z \in \operatorname{supp}\left(\underline{\nu}_{t}\right)} U^{\mu_{t}-\nu_{t}}(z)-U^{\underline{\mu}_{t}-\underline{\nu}_{t}}(z)
$$

where "inf" (or "sup") means infimum (or supremum) neglecting sets of zero capacity. Keeping in mind that $S(t)=\operatorname{supp}\left(\sigma-\mu_{t}\right)$ and $\operatorname{supp}\left(\underline{\nu}_{t}\right) \subset \Gamma$, we conclude that

$$
\begin{equation*}
\inf _{z \in S(t)} U^{\mu_{t}-\nu_{t}}(z)-U^{\underline{\mu}_{t}-\underline{\nu}_{t}}(z) \leq \sup _{z \in \Gamma} U^{\mu_{t}-\nu_{t}}(z)-U^{\underline{\mu}_{t}-\underline{\nu}_{t}}(z) \tag{6.12}
\end{equation*}
$$

Using (3.4) and the last relation of (6.10), we also find that

$$
\inf _{z \in S(t)} U^{\mu_{t}-\nu_{t}}(z)-U^{\underline{\mu}_{t}-\underline{\nu}_{t}}(z) \geq F_{t}-C_{1, t}
$$

and, by the second relation of (6.10),

$$
\sup _{z \in \Gamma} U^{\mu_{t}-\nu_{t}}(z)-U^{\underline{\mu}_{t}-\underline{\nu}_{t}}(z)=\sup _{z \in \Gamma} U^{\mu_{t}-\nu_{t}}(z)-C_{2, t}=\mathcal{G}\left(\nu_{t}\right)+F_{t}-C_{2, t} .
$$

Combining with (6.11) and (6.12), this allows to conclude that $\mathcal{G}\left(\nu_{t}\right) \geq C_{2, t}-$ $C_{1, t}=\mathcal{G}\left(\underline{\nu}_{t}\right)$, as claimed in (6.9).

Finally, from [23, Lemme 6.3.1] we know that $\underline{\nu}_{t}$ is increasing in $t$. The integral formula for $G\left(\underline{\nu}_{t}\right)$ has been given in [23, Théorème 6.3.4] (see also [4, Theorem 5.1]), and, combining the idea of the proof of [4, Theorem 5.1] with the techniques of the present paper we obtain the characterization of the derivatives $\underline{\tilde{\mu}}_{t}$, and $\widetilde{\underline{\widetilde{v}}}_{t}$ as stated in Corollary 4.1.

## 7 Conclusion

We have analyzed the error of the rational Arnoldi method for approximating the expression $f(A) \boldsymbol{b}$. Several authors exhibited a superlinear convergence rate for entire functions like the exponential function [9, 24, 40], but only a linear convergence rate for functions $f$ with finite singularities [9,17,18, 24, 29]. We presented several numerical examples for symmetric $A$ where superlinear convergence also takes place for functions with finite singularities. For the most prominent example $f(z)=z^{-1}$ and polynomial Krylov spaces, where the Arnoldi method reduces to CG, such a superlinear convergence behavior has been quantified in [6-8] for sequences of matrices having a joint eigenvalue distribution. Based on previous work [5] on the asymptotic behavior of rational Ritz values, we have extended in this paper the findings of [6-8] to general $f$ and general distributions of poles of the underlying rational Krylov spaces.

One drawback of the rational Arnoldi method is that the user has to device parameters, namely the poles of the rational Krylov spaces. In Corollary 4.1 we have shown that there are asymptotically optimal poles, but for the moment we have no numerical method to efficiently generate such poles from $A, \boldsymbol{b}$ and the set $\Gamma$ of singularities of $f$. We suspect that the adaptive pole selection of [25] (see also [19]) is asymptotically optimal in the sense of Corollary 4.1, but for the moment we do not have a rigorous proof of this statement.
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