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Discrete (Nowicki and Snijders (2001)): $(\rightarrow$ finite mixture $=$ SBM $)$

$$
Z_{i} \in\{1, \ldots, K\}, \quad \gamma(k, \ell)=\gamma_{k \ell} .
$$
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Statistical inference: We want to estimate
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E-step: calculation of $P(\mathbf{Z} \mid \mathbf{X} ; \widehat{\boldsymbol{\theta}})$.
M-step: maximisation of $\mathbb{E}[\log P(\mathbf{X}, \mathbf{Z} ; \boldsymbol{\theta}) \mid \mathbf{X}]$ in $\boldsymbol{\theta}$.
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where $\mathcal{H}(Q)$ is the entropy of $Q: \mathcal{H}(Q)=-\mathbb{E}_{Q}[\log Q(\mathbf{Z})]$.

This amounts to replace $P(\cdot \mid \mathbf{X})$ with $Q(\cdot)$ in

$$
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- The optimal $\tau_{i k}^{*}$ 's satisfy the fix-point relation:
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Regulatory network $=$ directed graph where

- Nodes $=$ genes (or groups of genes, e.g. operons)
- Edges $=$ regulations:

$$
\{i \rightarrow j\} \quad \Leftrightarrow \quad i \text { regulates } j
$$

## Questions

- Do some nodes share similar connexion profiles?
- Is there a 'macroscopic' organisation of the network?


## SBM analysis

Parameter estimates. $K=5$
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Meta-graph representation.


Picard et al. (2009)
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## Properties of variational inference

The quality of the inference based on the variational approximation is not very well known yet.

Negative result: (Gunawardana and Byrne (2005)) The VEM algorithm converges to a different optimum than ML in the general case, except for 'degenerated' models.

Specific case of graphs.

- Specific asymptotic framework: $n^{2}$ data, ' $p^{\prime}=n$ 'variables' per individual.
- Mean field approximation is asymptotically exact for some models with infinite range dependency (Opper and Winther (2001): law of large number argument).


## Concentration of $P(\mathbf{Z} \mid \mathbf{X})$ for binary graphs

Let us denote $g$, the conditional distribution

$$
g(\mathbf{z} ; \mathbf{X}):=\operatorname{Pr}\{\mathbf{Z}=\mathbf{z} \mid \mathbf{X}\}=\frac{1}{C} \prod_{i} \pi_{z_{i}} \prod_{j \neq i} \gamma_{Z_{i} z_{j}}^{x_{i j}}\left[1-\gamma_{z_{i} z_{j}}\right]^{1-x_{i j}}
$$

## Concentration of $P(\mathbf{Z} \mid \mathbf{X})$ for binary graphs

Let us denote $g$, the conditional distribution

$$
g(\mathbf{z} ; \mathbf{X}):=\operatorname{Pr}\{\mathbf{Z}=\mathbf{z} \mid \mathbf{X}\}=\frac{1}{C} \prod_{i} \pi_{z_{i}} \prod_{j \neq i} \gamma_{Z_{i} Z_{j}}^{X_{i j}}\left[1-\gamma_{z_{i} z_{j}}\right]^{1-x_{i j}}
$$

Theorem (Célisse \& al. (2011)). Under identifiability conditions and if $\forall k, \ell: 0<a<\gamma_{k \ell}<1-a, 0<b<\pi_{k}$, then we have

$$
\forall t>0, \quad \operatorname{Pr}\left\{\left.\frac{\sum_{\mathbf{z} \neq \mathbf{z}^{*}} g(\mathbf{z} ; \mathbf{X})}{g\left(\mathbf{z}^{*} ; \mathbf{X}\right)}>t \right\rvert\, \mathbf{Z}=\mathbf{z}^{*}\right\}=\mathcal{O}\left(n e^{-\kappa(t) n}\right)
$$

## Concentration of $P(\mathbf{Z} \mid \mathbf{X})$ for binary graphs

Let us denote $g$, the conditional distribution

$$
g(\mathbf{z} ; \mathbf{X}):=\operatorname{Pr}\{\mathbf{Z}=\mathbf{z} \mid \mathbf{X}\}=\frac{1}{C} \prod_{i} \pi_{z_{i}} \prod_{j \neq i} \gamma_{Z_{i} Z_{j}}^{X_{i j}}\left[1-\gamma_{z_{i} z_{j}}\right]^{1-x_{i j}}
$$

Theorem (Célisse \& al. (2011)). Under identifiability conditions and if $\forall k, \ell: 0<a<\gamma_{k \ell}<1-a, 0<b<\pi_{k}$, then we have

$$
\forall t>0, \quad \operatorname{Pr}\left\{\left.\frac{\sum_{\mathbf{z} \neq \mathbf{z}^{*}} g(\mathbf{z} ; \mathbf{X})}{g\left(\mathbf{z}^{*} ; \mathbf{X}\right)}>t \right\rvert\, \mathbf{Z}=\mathbf{z}^{*}\right\}=\mathcal{O}\left(n e^{-\kappa(t) n}\right)
$$

$\rightarrow$ If the true labels are $\mathbf{z}^{*}$, then $P(\mathbf{Z} \mid \mathbf{X})$ concentrates around $\mathbf{z}^{*}$.

## Concentration of $P(\mathbf{Z} \mid \mathbf{X})$ for binary graphs

Let us denote $g$, the conditional distribution

$$
g(\mathbf{z} ; \mathbf{X}):=\operatorname{Pr}\{\mathbf{Z}=\mathbf{z} \mid \mathbf{X}\}=\frac{1}{C} \prod_{i} \pi_{z_{i}} \prod_{j \neq i} \gamma_{Z_{i} Z_{j}}^{X_{i j}}\left[1-\gamma_{z_{i} z_{j}}\right]^{1-x_{i j}}
$$

Theorem (Célisse \& al. (2011)). Under identifiability conditions and if $\forall k, \ell: 0<a<\gamma_{k \ell}<1-a, 0<b<\pi_{k}$, then we have

$$
\forall t>0, \quad \operatorname{Pr}\left\{\left.\frac{\sum_{\mathbf{z} \neq \mathbf{z}^{*}} g(\mathbf{z} ; \mathbf{X})}{g\left(\mathbf{z}^{*} ; \mathbf{X}\right)}>t \right\rvert\, \mathbf{Z}=\mathbf{z}^{*}\right\}=\mathcal{O}\left(n e^{-\kappa(t) n}\right)
$$

$\rightarrow$ If the true labels are $\mathbf{z}^{*}$, then $P(\mathbf{Z} \mid \mathbf{X})$ concentrates around $\mathbf{z}^{*}$.
$\rightarrow$ SBM is a 'degenerated' model.

## Concentration of $P(\mathbf{Z} \mid \mathbf{X})$ for binary graphs

Let us denote $g$, the conditional distribution

$$
g(\mathbf{z} ; \mathbf{X}):=\operatorname{Pr}\{\mathbf{Z}=\mathbf{z} \mid \mathbf{X}\}=\frac{1}{C} \prod_{i} \pi_{z_{i}} \prod_{j \neq i} \gamma_{Z_{i} Z_{j}}^{X_{i j}}\left[1-\gamma_{Z_{i} z_{j}}\right]^{1-x_{i j}}
$$

Theorem (Célisse \& al. (2011)). Under identifiability conditions and if $\forall k, \ell: 0<a<\gamma_{k \ell}<1-a, 0<b<\pi_{k}$, then we have

$$
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$\rightarrow$ If the true labels are $\mathbf{z}^{*}$, then $P(\mathbf{Z} \mid \mathbf{X})$ concentrates around $\mathbf{z}^{*}$.
$\rightarrow$ SBM is a 'degenerated' model.
Ongoing work about the convergence $P(\cdot \mid \mathbf{X}) \rightarrow \delta\left\{\mathbf{z}^{0}\right\}$ (Matias (2011)).
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## Concentration of the degree distribution

Binary graph. Binomial distribution of the degrees

$$
K_{i} \mid(i \in q) \sim \mathcal{B}\left(n-1, \bar{\gamma}_{k}\right)
$$

where $\bar{\gamma}_{k}=\sum_{\ell} \pi_{\ell} \gamma_{k, \ell}$.
Normalised degree: $D_{i}=K_{i} /(n-1)$ concentrates around $\bar{\gamma}_{k}$.

Linear algorithm

- based on the gaps between the ordered $D_{(i)}$,
- provides consistent estimates of $\pi$ and $\gamma$ can be derived.
(Channarond (2011)).




## Variational Bayes inference

## Variational Bayes inference

Bayesian setting: Both $\boldsymbol{\theta}$ and $\mathbf{Z}$ are random and unobserved and we want to retrieve $P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})$

## Variational Bayes inference

Bayesian setting: Both $\boldsymbol{\theta}$ and $\mathbf{Z}$ are random and unobserved and we want to retrieve $P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})$ so we look for

$$
Q^{*}=\arg \min _{Q \in \mathcal{Q}} K L[Q(\mathbf{Z}, \boldsymbol{\theta}) ; P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})]
$$

within $\mathcal{Q}=\left\{Q: Q(\mathbf{Z}, \boldsymbol{\theta})=Q_{Z}(\mathbf{Z}) Q_{\theta}(\boldsymbol{\theta})\right\}$.

## Variational Bayes inference

Bayesian setting: Both $\boldsymbol{\theta}$ and $\mathbf{Z}$ are random and unobserved and we want to retrieve $P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})$ so we look for

$$
Q^{*}=\arg \min _{Q \in \mathcal{Q}} K L[Q(\mathbf{Z}, \boldsymbol{\theta}) ; P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})]
$$

within $\mathcal{Q}=\left\{Q: Q(\mathbf{Z}, \boldsymbol{\theta})=Q_{Z}(\mathbf{Z}) Q_{\theta}(\boldsymbol{\theta})\right\}$.
VB-EM algorithm: In the exponential family / conjugate prior context

$$
P(\mathbf{X}, \mathbf{Z}, \boldsymbol{\theta}) \propto \exp \left\{\phi(\boldsymbol{\theta})^{\prime}[u(\mathbf{X}, \mathbf{Z})+\boldsymbol{\nu}]\right\}
$$

## Variational Bayes inference

Bayesian setting: Both $\boldsymbol{\theta}$ and $\mathbf{Z}$ are random and unobserved and we want to retrieve $P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})$ so we look for

$$
Q^{*}=\arg \min _{Q \in \mathcal{Q}} K L[Q(\mathbf{Z}, \boldsymbol{\theta}) ; P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})]
$$

within $\mathcal{Q}=\left\{Q: Q(\mathbf{Z}, \boldsymbol{\theta})=Q_{Z}(\mathbf{Z}) Q_{\theta}(\boldsymbol{\theta})\right\}$.
VB-EM algorithm: In the exponential family / conjugate prior context

$$
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the optimal $Q^{*}(\mathbf{Z}, \boldsymbol{\theta})$ is recovered (Beal and Ghahramani (2003)) via
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\end{aligned} \propto \exp \left(\phi(\boldsymbol{\theta})^{\prime}\left\{\mathbb{E}_{Q_{Z}}[u(\mathbf{X}, \mathbf{Z})]+\boldsymbol{\nu}\right\}\right),
$$

## Variational Bayes inference

Bayesian setting: Both $\boldsymbol{\theta}$ and $\mathbf{Z}$ are random and unobserved and we want to retrieve $P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})$ so we look for

$$
Q^{*}=\arg \min _{Q \in \mathcal{Q}} K L[Q(\mathbf{Z}, \boldsymbol{\theta}) ; P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})]
$$

within $\mathcal{Q}=\left\{Q: Q(\mathbf{Z}, \boldsymbol{\theta})=Q_{Z}(\mathbf{Z}) Q_{\theta}(\boldsymbol{\theta})\right\}$.
VB-EM algorithm: In the exponential family / conjugate prior context

$$
P(\mathbf{X}, \mathbf{Z}, \boldsymbol{\theta}) \propto \exp \left\{\phi(\boldsymbol{\theta})^{\prime}[u(\mathbf{X}, \mathbf{Z})+\boldsymbol{\nu}]\right\}
$$

the optimal $Q^{*}(\mathbf{Z}, \boldsymbol{\theta})$ is recovered (Beal and Ghahramani (2003)) via

$$
\begin{aligned}
\text { pseudo-M: } & Q_{\boldsymbol{\theta}}(\boldsymbol{\theta})
\end{aligned} \propto \exp \left(\phi(\boldsymbol{\theta})^{\prime}\left\{\mathbb{E}_{Q_{Z}}[u(\mathbf{X}, \mathbf{Z})]+\boldsymbol{\nu}\right\}\right),
$$

See Latouche et al. (2010) for binary SBM inference.

## Operon network: Comparison of VEM and VB

VEM estimates for the $K=5$ group model lie within the VB approximate 90\% credibility intervals (Gazal et al. (2011)).

| $\gamma_{k \ell}$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.03 | 0.00 | 0.03 | 0.00 | 0.00 |
| 2 | 6.40 | 1.50 | 1.34 | 0.44 | 0.00 |
| 3 | 1.21 | 0.89 | 0.58 | 0.00 | 0.00 |
| 4 | 0.00 | 0.09 | 0.00 | 0.95 | 0.00 |
| 5 | 8.64 | 17.65 | 0.05 | 72.87 | 11.01 |
| $\pi$ | 65.49 | 5.18 | 7.92 | 21.10 | 0.30 |

## Operon network: Comparison of VEM and VB

VEM estimates for the $K=5$ group model lie within the VB approximate 90\% credibility intervals (Gazal et al. (2011)).

| $\gamma_{k e}$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.03 | 0.00 | 0.03 | 0.00 | 0.00 |
| 2 | 6.40 | 1.50 | 1.34 | 0.44 | 0.00 |
| 3 | 1.21 | 0.89 | 0.58 | 0.00 | 0.00 |
| 4 | 0.00 | 0.09 | 0.00 | 0.95 | 0.00 |
| 5 | 8.64 | 17.65 | 0.05 | 72.87 | 11.01 |
| $\pi$ | 65.49 | 5.18 | 7.92 | 21.10 | 0.30 |
| 1 | $[0.02 ; 0.04]$ | $[0.00 ; 0.10]$ | $[0.01 ; 0.08]$ | $[0.00 ; 0.03]$ | $[0.02 ; 1.34]$ |
| 2 | $[6.14 ; 7.60]$ | $[0.61 ; 3.68]$ | $[1.07 ; 3.50]$ | $[0.05 ; 0.54]$ | $[0.33 ; 17.62]$ |
| 3 | $[1.20 ; 1.72]$ | $[0.35 ; 2.02]$ | $[0.56 ; 1.92]$ | $[0.03 ; 0.30]$ | $[0.19 ; 10.57]$ |
| 4 | $[0.01 ; 0.07]$ | $[0.04 ; 0.51]$ | $[0.01 ; 0.20]$ | $[0.76 ; 1.27]$ | $[0.08 ; 4.43]$ |
| 5 | $[6.35 ; 12.70]$ | $[4.60 ; 33.36]$ | $[4.28 ; 24.37]$ | $[63.56 ; 81.28]$ | $[5.00 ; 95.00]$ |
| $\pi$ | $[59.65 ; 74.38]$ | $[2.88 ; 6.74]$ | $[5.68 ; 10.77]$ | $[16.02 ; 24.04]$ | $[0.11 ; 1.42]$ |

VEM and VB estimates for the $K=5$ group model (approximate $90 \%$ credibility intervals).

## Variational Bayes approximation: Simulation Study

Few is known about the properties of variational-Bayes inference:

- Consistency is proved for some incomplete data models (McGrory and Titterington (2009)).
- In practice, VB-EM often under-estimates the posterior variances.
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## Simulation design:

- 2-group binary SBM with parameters with 2 scenarios

$$
\pi=\left(\begin{array}{cc}
0.6 & 0.4
\end{array}\right), \quad \gamma=\left(\begin{array}{cc}
0.8 & 0.2 \\
0.2 & 0.5 / 0.3
\end{array}\right)
$$

- Comparison of 4 methods: EM (when possible), VEM, BP and VB
- Belief Propagation (BP) algorithm:

$$
\mathbb{E}_{Q}[\log P(\mathbf{X}, \mathbf{Z})]=\sum_{i, k} \underbrace{\mathbb{E}_{Q}\left[Z_{i k}\right]}_{\tau_{i k}} \log \pi_{k}+\sum_{i, j} \sum_{k, \ell} \underbrace{}_{\Delta_{i j k \ell \neq \tau_{i k} \tau_{j \ell}}^{\mathbb{E}_{Q}\left[Z_{i k} Z_{j \ell}\right]}} \log f\left(X_{i j} ; \gamma_{k \ell}\right) .
$$

- 500 graphs are simulated for each scenario and each graph size.


## Estimates, standard deviation and likelihood

Comparison on small graphs ( $n=18$ ):

|  | $\pi_{1}$ | $\gamma_{11}$ | $\gamma_{12}$ | $\gamma_{22}$ | $\log P(X)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Scenario 1 | $60 \%$ | $80 \%$ | $20 \%$ | $50 \%$ |  |
| EM | $59.1(13.1)$ | $78.5(13.5)$ | $20.9(8.4)$ | $50.9(15.4)$ | -90.68 |
| VEM | $57.7(16.6)$ | $78.8(12.4)$ | $22.4(10.7)$ | $50.3(14.6)$ | -90.87 |
| BP | $57.9(16.2)$ | $78.9(12.3)$ | $22.2(10.5)$ | $50.3(14.5)$ | -90.85 |
| VB | $58.1(13.3)$ | $78.2(9.7)$ | $21.6(7.7)$ | $50.8(13.3)$ | -90.71 |


| Scenario 2 | $60 \%$ | $80 \%$ | $20 \%$ | $30 \%$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| EM | $59.5(14.1)$ | $78.7(15.6)$ | $21.2(8.7)$ | $30.3(14.3)$ | -88.18 |
| VEM | $55.6(19.0)$ | $80.1(14.0)$ | $24.0(11.8)$ | $30.8(13.8)$ | -88.54 |
| BP | $56.6(17.8)$ | $80.0(13.6)$ | $23.2(11.0)$ | $30.8(13.8)$ | -88.40 |
| VB | $58.4(14.6)$ | $77.9(12.0)$ | $22.3(9.3)$ | $32.1(12.3)$ | -88.26 |

## Estimates, standard deviation and likelihood

Comparison on small graphs ( $n=18$ ):

|  | $\pi_{1}$ | $\gamma_{11}$ | $\gamma_{12}$ | $\gamma_{22}$ | $\log P(X)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Scenario 1 | $60 \%$ | $80 \%$ | $20 \%$ | $50 \%$ |  |
| EM | $59.1(13.1)$ | $78.5(13.5)$ | $20.9(8.4)$ | $50.9(15.4)$ | -90.68 |
| VEM | $57.7(16.6)$ | $78.8(12.4)$ | $22.4(10.7)$ | $50.3(14.6)$ | -90.87 |
| BP | $57.9(16.2)$ | $78.9(12.3)$ | $22.2(10.5)$ | $50.3(14.5)$ | -90.85 |
| VB | $58.1(13.3)$ | $78.2(9.7)$ | $21.6(7.7)$ | $50.8(13.3)$ | -90.71 |


| Scenario 2 | $60 \%$ | $80 \%$ | $20 \%$ | $30 \%$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| EM | $59.5(14.1)$ | $78.7(15.6)$ | $21.2(8.7)$ | $30.3(14.3)$ | -88.18 |
| VEM | $55.6(19.0)$ | $80.1(14.0)$ | $24.0(11.8)$ | $30.8(13.8)$ | -88.54 |
| BP | $56.6(17.8)$ | $80.0(13.6)$ | $23.2(11.0)$ | $30.8(13.8)$ | -88.40 |
| VB | $58.4(14.6)$ | $77.9(12.0)$ | $22.3(9.3)$ | $32.1(12.3)$ | -88.26 |

- All methods provide similar results.
- EM achieves the best ones.
- Belief propagation (BP) does not significantly improve VEM.


## Influence of the graph size

Comparison of VEM: • and VB: + in scenario 2 (most difficult). Left to right: $\pi_{1}, \gamma_{11}, \gamma_{12}, \gamma_{22}$.
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Standard deviations.



- VB estimates converge more rapidly than VEM estimates.
- Their precision is also better.


## VB Credibility intervals

Actual level as a function of $n: \pi_{1}:+, \gamma_{11}: \triangle, \gamma_{12}: \circ, \gamma_{22}:$
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- For all parameters, VB posterior credibility intervals achieve the nominal level (90\%), as soon as $n \geq 30$.
- $\rightarrow$ The VB approximation seems to work well.


## Convergence rate of the VB estimates

Width of the posterior credibility intervals. $\pi_{1}, \gamma_{11}, \gamma_{12}, \gamma_{22}$
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- The width decreases as $1 / \sqrt{n}$ for $\pi_{1}$.
- It decreases as $1 / n=1 /$ sqrtn $^{2}$ for $\gamma_{11}, \gamma_{12}$ and $\gamma_{22}$.
- Consistent with the penalty of the ICL criterion proposed by Daudin et al. (2008) (see next slide).
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## Few more about inference

Identifiability. Even for binary edges, MixNet (SBM) is identifiable (Allman et al. (2009)) ... although mixtures of Bernoulli are not.

Model selection.

- Daudin et al. (2008) propose the penalised criterion

$$
\operatorname{ICL}(K)=\mathbb{E}_{Q^{*}}[\log P(\mathbf{Z}, \mathbf{X})]-\frac{1}{2}\left\{(K-1) \log n+K^{2} \log [n(n-1) / 2]\right\} .
$$

- The difference between ICL and BIC is the entropy term $\mathcal{H}\left(Q^{*}\right) \ldots$ which is almost zero (due to the concentration of $P(\mathbf{Z} \mid \mathbf{X})$ ).
- BIC and ICL-like criteria are also considered in Latouche et al. (2011b) for SBM in the context of variational Bayes inference.


## Covariates in weighted networks
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g\left(\mathbb{E} X_{i j}\right)=\mu_{k \ell}+\mathbf{y}_{i j} \boldsymbol{\beta}, \quad \text { if } Z_{i k} Z_{j \ell}=1
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where $\boldsymbol{\beta}$ does not depend on the group (Mariadassou et al. (2010)).

## Weighted network

Understanding the mixture components: Observed clusters may be related to exogenous covariates.

Model-based clustering (such as SBM) provides a comfortable set-up to account for covariates.

Generalised linear model. In the context of exponential family, covariates y can be accounted for via a regression term

$$
g\left(\mathbb{E} X_{i j}\right)=\mu_{k \ell}+\mathbf{y}_{i j} \boldsymbol{\beta}, \quad \text { if } Z_{i k} Z_{j \ell}=1
$$

where $\boldsymbol{\beta}$ does not depend on the group (Mariadassou et al. (2010)).

Both VEM or VBEM inference can be performed.

## Tree interaction network

Data: $n=51$ tree species, $X_{i j}=$ number of shared parasites (Vacher et al. (2008)).

## Tree interaction network

Data: $n=51$ tree species, $X_{i j}=$ number of shared parasites (Vacher et al. (2008)).

| $\widehat{\lambda}_{k \ell}$ | T1 | T2 | T3 | T4 | T5 | T6 | T7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T1 | 14.46 | 4.19 | 5.99 | 7.67 | 2.44 | 0.13 | 1.43 |
| T2 |  | 14.13 | 0.68 | 2.79 | 4.84 | 0.53 | 1.54 |
| T3 |  |  | 3.19 | 4.10 | 0.66 | 0.02 | 0.69 |
| T4 |  |  |  | 7.42 | 2.57 | 0.04 | 1.05 |
| T5 |  |  |  |  | 3.64 | 0.23 | 0.83 |
| T6 |  |  |  |  |  | 0.04 | 0.06 |
| T7 |  |  |  |  |  |  | 0.27 |
| $\widehat{\pi}_{k}$ | 7.8 | 7.8 | 13.7 | 13.7 | 15.7 | 19.6 | 21.6 |

Model:

$$
X_{i j} \sim \mathcal{P}\left(\lambda_{k \ell}\right)
$$

$\lambda_{k \ell}=$ mean number of shared parasites.

Results: ICL selects $K=7$ groups

## Tree interaction network

Data: $n=51$ tree species, $X_{i j}=$ number of shared parasites (Vacher et al. (2008)).

| $\widehat{\lambda}_{k \ell}$ | T1 | T2 | T3 | T4 | T5 | T6 | T7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T1 | 14.46 | 4.19 | 5.99 | 7.67 | 2.44 | 0.13 | 1.43 |
| T2 |  | 14.13 | 0.68 | 2.79 | 4.84 | 0.53 | 1.54 |
| T3 |  |  | 3.19 | 4.10 | 0.66 | 0.02 | 0.69 |
| T4 |  |  |  | 7.42 | 2.57 | 0.04 | 1.05 |
| T5 |  |  |  |  | 3.64 | 0.23 | 0.83 |
| T6 |  |  |  |  |  | 0.04 | 0.06 |
| T7 |  |  |  |  |  |  | 0.27 |
| $\widehat{\pi}_{k}$ | 7.8 | 7.8 | 13.7 | 13.7 | 15.7 | 19.6 | 21.6 |

$$
X_{i j} \sim \mathcal{P}\left(\lambda_{k \ell}\right)
$$

$\lambda_{k \ell}=$ mean number of shared parasites.

Results: ICL selects $K=7$ groups that are strongly related with phylums.
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## Accounting for taxonomic distance

Model: $d_{i j}=d_{t a x o}(i, j)$,

$$
X_{i j} \sim \mathcal{P}\left(\lambda_{k \ell} e^{\beta d_{i j}}\right)
$$

| $\widehat{\lambda}_{k \ell}$ | T'1 | T'2 | T'3 | T'4 |
| :---: | :---: | :---: | :---: | :---: |
| T'1 | 0.75 | 2.46 | 0.40 | 3.77 |
| T'2 |  | 4.30 | 0.52 | 8.77 |
| T'3 $^{\prime}$ |  |  | 0.080 | 1.05 |
| T'4 |  |  |  | 14.22 |
| $\widehat{\pi}_{k}$ | 17.7 | 21.5 | 23.5 | 37.3 |
| $\widehat{\beta}$ |  | -0.317 |  |  |

Results: $\widehat{\beta}=-0.317$.
$\rightarrow$ for $\bar{d}=3.82$,

$$
e^{\widehat{\beta} \bar{d}}=.298
$$

$\rightarrow$ The mean number of shared parasites decreases with taxonomic distance.

## Accounting for taxonomic distance

Model: $d_{i j}=d_{t a x o}(i, j)$,

$$
X_{i j} \sim \mathcal{P}\left(\lambda_{k \ell} e^{\beta d_{i j}}\right)
$$

| $\widehat{\lambda}_{k \ell}$ | $\mathrm{~T}^{\prime} 1$ | $\mathrm{~T}^{\prime} 2$ | T '3 | T '4 |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}^{\prime} 1$ | 0.75 | 2.46 | 0.40 | 3.77 |
| $\mathrm{~T}^{\prime} 2$ |  | 4.30 | 0.52 | 8.77 |
| $\mathrm{~T}^{\prime} 3$ |  |  | 0.080 | 1.05 |
| $\mathrm{~T}^{\prime} 4$ |  |  |  | 14.22 |
| $\widehat{\pi}_{k}$ | 17.7 | 21.5 | 23.5 | 37.3 |
| $\widehat{\beta}$ | -0.317 |  |  |  |

Results: $\widehat{\beta}=-0.317$.
$\rightarrow$ for $\bar{d}=3.82$,

$$
e^{\widehat{\beta} \bar{d}}=.298
$$

$\rightarrow$ The mean number of shared parasites decreases with taxonomic distance.

$\rightarrow$ Groups are no longer associated with the phylogenetic structure.
$\rightarrow$ Mixture $=$ residual heterogeneity of the regression.
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- Efficient and scalable (Daudin (2011): $n>2000$ ) in terms of computation times (as opposed to MCMC).
- Seems to work well, because the conditional distribution $P(\mathbf{Z} \mid \mathbf{X})$ (and therefore $P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})$ ) asymptotically belongs to the class $\mathcal{Q}$ within which the optimisation if achieved.
- Due to the specific asymptotic framework of networks.
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## Variational inference

- Efficient and scalable (Daudin (2011): $n>2000$ ) in terms of computation times (as opposed to MCMC).
- Seems to work well, because the conditional distribution $P(\mathbf{Z} \mid \mathbf{X})$ (and therefore $P(\mathbf{Z}, \boldsymbol{\theta} \mid \mathbf{X})$ ) asymptotically belongs to the class $\mathcal{Q}$ within which the optimisation if achieved.
- Due to the specific asymptotic framework of networks.

Alternative methods. Faster algorithms do exist for large graphs:

- Based on the degree distribution (Channarond (2011))
- Based on spectral clustering (Rohe et al. (2010)).


## Future work

Theoretical properties of variational estimates. Although the graph context seems favourable, we still need more understanding about variational and variational Bayes inference properties.

## Future work

Theoretical properties of variational estimates. Although the graph context seems favourable, we still need more understanding about variational and variational Bayes inference properties.

SBM $=$ discrete version of $W$-graph. Let

$$
\begin{aligned}
\phi:[0,1]^{2} & \rightarrow[0,1] \\
\left\{Z_{i}\right\} \text { i.i.d. } & \sim \mathcal{U}[0,1] \\
\left\{X_{i j}\right\} \text { indep. } \mid\left\{Z_{i}\right\} & \sim \mathcal{B}\left[\phi\left(Z_{i}, Z_{j}\right)\right]
\end{aligned}
$$

- Approximation of the $\phi(u, v)$ function by a step function $\gamma_{k \ell}$ (SBM)
- Model averaging based on optimal variational weights (Volant (2011))
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Softwares:

- Stand-alone MixNet:
stat.genopole.cnrs.fr/software/mixnet/
- R-package Mixer:
cran.r-project.org/web/packages/mixer/index.html
- R-package NeMo: Network motif detection in preparation
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Dolphine social network.


Newman and Girvan (2004)

Hyperlink network.
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$X_{i j} \mid Z_{i}=q, Z_{j}=\ell \sim \mathcal{B}\left(\gamma_{q \ell}\right)$

| $(\%)$ | $\widehat{\gamma}_{k \ell}$ |  |  |  |
| :---: | ---: | ---: | ---: | ---: |
| $k / \ell$ | 1 | 2 | 3 | 4 |
| 1 | 100 | 53 | 16 | 16 |
| 2 | - | 12 | 0 | 7 |
| 3 | - | - | 8 | 73 |
| 4 | - | - | - | 100 |
| $\widehat{\pi}_{\ell}$ | 9 | 38 | 47 | 6 |

## Extensions and variations
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## Variations around SBM:

- Community structure (Hofman and Wiggins (2008)),
- Mixed-membership (Airoldi et al. (2008)), overlapping groups (Latouche et al. (2011a))
- Continuous version (Daudin et al. (2010)),
- SBM $=$ Step-function version of $W$-random graphs (Lovász and Szegedy (2006))

In this talk:

- Variational inference for SBM;
- Variational Bayes inference for SBM;
- Including covariates.


## Approximate posterior distribution $Q_{\theta}^{*}$



## Comparison of classifications and G-O-F

Accounting for taxonomy deeply modifies the group structure:

|  | $\mathrm{T}^{\prime} 1$ | T '2 | T '3 | $\mathrm{T}^{\prime} 4$ |
| :---: | :---: | :---: | :---: | :---: |
| T1 | - | - | - | 4 |
| T2 | - | - | - | 4 |
| T3 | 2 | 5 | - | - |
| T4 | - | 2 | - | 5 |
| T5 | - | 2 | - | 6 |
| T6 | - | - | 10 | - |
| T7 | 7 | 2 | 2 | - |
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Goodness of fit can be assessed via the predicted intensities $\widehat{X}_{i j}$ or degrees $\widehat{K}_{i}$.

## Edges $X_{i j}$ :



Degrees $K_{i}$ :


