
Hölder norm test statistics for epidemic change∗

Alfredas Račkauskas
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1 Introduction

An important question in the large area of change point problems involves testing

the null hypothesis of no parameter change in a sample versus the alternative that

parameter changes do take place at an unknown time. For a survey we refer to the

books by Brodsky and Darkhovsky [4] or Csörgő and Horváth [5]. In this paper

we suggest a class of new statistics for testing change in the mean under so called

epidemic alternative. More precisely, given a sample X1, X2, . . . , Xn, we want to

test the standard null hypothesis of constant mean

(H0): X1, . . . , Xn all have the same mean denoted by µ0,

against the epidemic alternative

(HA): there are integers 1 < k∗ < m∗ < n and a constant µ1 6= µ0 such

that EXi = µ0 + (µ1 − µ0)1{k∗<i≤m∗}, i = 1, 2, . . . , n.

Writing l∗ := m∗ − k∗ for the length of the epidemic, we assume throughout the

paper that both l∗ and n− l∗ go to infinity with n.

In this paper we follow the classical methodology to build test statistics by

using continuous functionals of a partial sums process. Set

S(0) = 0, S(t) =
∑
k≤t

Xk, 0 < t ≤ n.

When A is a set of integers, S(A) will denote
∑

i∈AXi. For instance we suggest to

use with 0 < α < 1/2

UI(n, α) := max
1≤i<j≤n

∣∣S(j)− S(i)− S(n)(j/n− i/n)
∣∣[

(j/n− i/n)
(
1− (j − i)/n

)]α .

This is a functional, continuous in some Hölder topology, of the classical Donsker-

Prokhorov polygonal line process. The statistics UI(n, 0) was suggested by Levin

and Kline (1985), see [5].

To motivate the definition of such test statistics, let us assume just for a moment

that the changes times k∗ and m∗ are known. Suppose moreover under (H0) that

the (Xi, 1 ≤ i ≤ n) are independent identically distributed with finite variance

σ2. Under (HA), suppose that the (Xi, i ∈ In) and the (Xi, i ∈ Ic
n) are separately

independent identically distributed with the same finite variance σ2, where

In :=
{
i ∈ {1, . . . , n}; k∗ < i ≤ m∗}, Ic

n := {1, . . . , n} \ In.
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Then we simply have a two sample problem with known variances. It is then

natural to accept (H0) for small values of the statistics |Q| and to reject it for large

ones, where

Q :=
S(In)− l∗S(n)/n

(l∗)1/2
− S(Ic

n)− (n− l∗)S(n)/n

(n− l∗)1/2
.

After some algebra, Q may be recast as

Q =
(n)1/2

(l∗(n− l∗))1/2

(
S(In)− l∗

n
S(n)

)[
(1− l∗/n)1/2 + (l∗/n)1/2

]
As the last factor into square brackets ranges between 1 and 21/2, we may drop it

and so replace |Q| by the statistics

R :=
(n)1/2

(l∗(n− l∗))1/2

∣∣∣S(In)− l∗

n
S(n)

∣∣∣ = n−1/2

∣∣S(In)− l∗

n
S(n)

∣∣[
l∗

n

(
1− l∗

n

)]1/2
.

Introducing now the notation

tk = tn,k :=
k

n
, 0 ≤ k ≤ n,

enables us to rewrite R as

R = n−1/2

∣∣S(m∗)− S(k∗)− S(n)(tm∗ − tk∗)
∣∣[

(tm∗ − tk∗)
(
1− (tm∗ − tk∗)

)]1/2
.

Now in the more realistic situation where k∗ and m∗ are unknown it is rea-

sonnable to replace R by taking the maximum over all possible indexes for k∗ and

m∗. This leads to consider

UI(n, 1/2) := max
1≤i<j≤n

∣∣S(j)− S(i)− S(n)(tj − ti)
∣∣[

(tj − ti)
(
1− (tj − ti)

)]1/2
.

It is worth to note that the same statistics arises from likelihood arguments in

the special case where the observations Xi are Gaussian, see [14]. The asymptotic

distribution of UI(n, 1/2) is unknown, due to difficulties caused by the denominator

(for historical remarks see [5, p.183]).

In our setting, the Xi’s are not supposed to be Gaussian. Moreover it seems fair

to pay something in terms of normalization when passing fromR to n−1/2UI(n, 1/2).

Intuitively the cost should depend on the moment assumptions made about the

Xi’s. To discuss this, let us introduce the polygonal partial sums process ξn defined
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by linear interpolation between the points
(
tk, S(k)

)
. Then UI(n, 1/2) appears as

the discretization through the grid (tk, 0 ≤ k ≤ n) of the functional T1/2(ξn) where

T1/2(x) := sup
0<s<t<1

∣∣x(t)− x(s)−
(
x(1)− x(0)

)
(t− s)

∣∣[
(t− s)

(
1− (t− s)

)]1/2
. (1)

This functional is continuous in the Hölder space Ho
1/2 of functions x : [0, 1] → R

such that |x(t+h)−x(t)| = o(h1/2), uniformly in t. Obviously finite dimensional dis-

tributions of n−1/2σ−1ξn converge to those of a standard Brownian motionW . How-

ever Lvy’s theorem on the modulus of uniform continuity of W implies that Ho
1/2

has too strong a topology to support a version of W . So n−1/2ξn cannot converge in

distribution to σW in the space Ho
1/2. This forbid us to obtain limiting distribution

for T1/2(n
−1/2ξn) by invariance principle in Ho

1/2 via continuous mapping. Fortu-

nately, Hölderian invariances principles do exist for, roughly speaking, all the scale

of Hölder spaces Ho
ρ of functions x such that |x(t+h)−x(t)| = o

(
ρ(h)

)
, uniformly

in t, provided that the weight function ρ satisfies limh↓0 ρ(h)(h log |h|)−1/2 = ∞.

This type of invariance principles goes back to Lamperti [6] who studied the case

ρ(h) = hα (0 < α < 1/2). A complete characterization in terms of moments

assumptions on X1 was obtained recently by the authors in the general case (see

Theorem 11 below). This leads us to replace T1/2(n
−1/2ξn) by Tα(n−1/2ξn) ob-

tained substituting the denominator in (1) by (t−s)α
(
1− (t−s)

)α
. Going back to

the discretization we finally suggest the class UI (uniform increments) of statistics

which includes particularly UI(n, α) and similar ones UI(n, ρ) built with a general

weight ρ(h) instead of hα. Together with UI we consider the class of DI (dyadic

increments) statistics, which includes particularly

DI(n, α) = max
1≤j≤log2n

2jα max
r∈Dj

∣∣∣S(nr)− 1

2
S(nr + n2−j)− 1

2
S(nr − n2−j)

∣∣∣,
where Dj is the set of dyadic numbers of the level j and log2 denotes the logarithm

with basis 2. DI(n, α) and UI(n, α) have similar asymptotic behaviors. Moreover,

dyadic increments statistics are of particular interest since their limiting distribu-

tions are completely specified (see Theorem 10 below).

Due to the independence of the Xi’s, it is easy to see that even stochastic

boundedness of either of n−1/2UI(n, α) or n−1/2DI(n, α) yields that of n−1/2+α

max1≤i≤n |Xi|. Hence, necessarily P(|X1| > t) = O
(
t−p(α)

)
, where p(α) = (1/2 −

α)−1. So, heavier is the weight ρ(h), stronger are the required moment assumptions
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to obtain the convergence of n−1/2UI(n, ρ). On the other hand, the interest of a

heavy weight is in the detection of short epidemics. Indeed (see Theorem 4 below),

UI(n, 0) can detect only epidemics whose the length l∗ is such that n1/2 = o(l∗).

For 0 < α < 1/2, UI(n, α) detects epidemics with nδ = o(l∗) where δ = (1 −
2α)/(2 − 2α). With the weight ρ(h) = h1/2 logβ(c/h), β > 1/2, UI(n, ρ) detects

epidemics such that log2β n = o(l∗).

We consider two ways to preserve the sensitiveness to short epidemics while re-

laxing moments assumptions. One is trimming and the other one is self-normalization

and adaptive selection of partial sums increments. Trimming leads to a class of

statistics, which includes

DI(n, α, γ) = max
1≤j≤γlog2n

2jα max
r∈Dj

∣∣∣S(nr)− 1

2
S(nr + n2−j)− 1

2
S(nr − n2−j)

∣∣∣,
where 0 < γ < 1. Adaptive construction of partial sums process and the corre-

sponding functional central limit theorem proved in [10] allows to deal with a class

of statistics which includes e.g. SUI(n, α) obtained by replacing in UI(n, α) the

deterministic points tk by the random vk := V 2
k /V

2
n , where V 2

k = X2
1 + · · · + X2

k ,

k = 1, . . . , n,

SUI(n, α) = max
1≤i<j≤n

∣∣S(j)− S(i)− S(n)(vj − vi)
∣∣[

(vj − vi)
(
1− (vj − vi)

)]α .

When X1 is symmetric, the convergence in distribution of V −1
n SUI(n, α) requires

only the membership of X1 in the domain of attraction of normal law, otherwise

the existence of E |X1|2+ε for some ε > 0 is sufficient.

The paper is organized as follows. In Section 2, definitions of classes of statis-

tics are presented and limiting distributions are given. All proofs are deferred to

Section 3.

2 UI and DI statistics and their asymptotics

All the test statistics studied in this paper may be viewed as discretizations of

some Hölder norms or semi-norms. The following subsection contains the relevant

background.
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2.1 The Hölderian framework

Let ρ : [0, 1] → R+ be a weight function. Membership of a continuous function

x : [0, 1] → R in the Hölder space Ho
ρ means roughly that |x(t+h)−x(t)| = o

(
ρ(|h|)

)
uniformly in t. The classical scale of Hölder spaces uses ρ(h) = hα, 0 < α < 1.

Lévy’s theorem on the modulus of continuity of the Brownian motion restricts the

investigation of invariance principles in this scale to the range 0 < α < 1/2. The

same result leads naturally to consider the Hölder spaces built with the functions

ρ(h) = h1/2 logβ(c/h) for β > 1/2. We include these two cases of practical interest

in the following rather general class R.

Definition 1. We denote by R the class of non decreasing functions ρ : [0, 1] → R+

satisfying

i) for some 0 < α ≤ 1/2, and some function L, positive on [1,∞) and normal-

ized slowly varying at infinity,

ρ(h) = hαL(1/h), 0 < h ≤ 1;

ii) θ(t) = t1/2ρ(1/t) is C1 on [1,∞);

iii) there is a β > 1/2 and some a > 0, such that θ(t) log−β(t) is non decreasing

on [a,∞).

Let us recall that L is normalized slowly varying at infinity if and only if for

every δ > 0, tδL(t) is ultimately increasing and t−δL(t) is ultimately decreasing [3,

Th. 1.5.5]. The main practical examples we have in mind may be parametrized by

ρ(h) = ρ(h, α, β) := hα logβ(c/h).

We write C[0, 1] for the Banach space of continuous functions x : [0, 1] → R

endowed with the supremum norm ‖x‖∞ := sup{|x(t)|; t ∈ [0, 1]}.

Definition 2. Let ρ be a real valued non decreasing function on [0, 1], null and

right continuous at 0. We denote by Ho
ρ the Hölder space

Ho
ρ := {x ∈ C[0, 1]; lim

δ→0
ωρ(x, δ) = 0},

6



where

ωρ(x, δ) := sup
s,t∈[0,1],
0<t−s<δ

|x(t)− x(s)|
ρ(t− s)

.

Ho
ρ is a separable Banach space for its native norm

‖x‖ρ := |x(0)|+ ωρ(x, 1).

Under technical assumptions, satisfied by any ρ in R, the space Ho
ρ may be

endowed with an equivalent norm ‖x‖seq
ρ built on weighted dyadic increments of x.

Let us denote by Dj the set of dyadic numbers in [0, 1] of level j, i.e.

D0 = {0, 1}, Dj =
{
(2l − 1)2−j; 1 ≤ l ≤ 2j−1

}
, j ≥ 1.

We write D (resp. D∗) for the sets of dyadic numbers in [0, 1] (resp. (0, 1])

D :=
∞
∪

j=0
Dj, D∗ := D \ {0}.

Put for r ∈ Dj, j ≥ 0,

r− := r − 2−j, r+ := r + 2−j.

For any function x : [0, 1] → R, define its Schauder coefficients λr(x) by

λr(x) := x(r)− x(r+) + x(r−)

2
, r ∈ Dj, j ≥ 1 (2)

and in the special case j = 0 by λ0(x) := x(0), λ1(x) := x(1). When ρ belongs to

R, we have on the space Ho
ρ the equivalence of norms (see [11] and [12])

‖x‖ρ ∼ ‖x‖seq
ρ := sup

j≥0

1

ρ(2−j)
max
r∈Dj

|λr(x)|.

Let W = (W (t), t ∈ [0, 1]) be a standard Wiener process and B = (B(t), t ∈
[0, 1]) the corresponding Brownian bridge B(t) = W (t)−tW (1), t ∈ [0, 1]. Consider

for ρ in R, the following random variables

UI(ρ) := sup
0<t−s<1

|B(t)−B(s)|
ρ
(
(t− s)(1− (t− s))

) (3)

and

DI(ρ) = sup
j≥1

1

ρ(2−j)
max
r∈Dj

∣∣∣W (r)− 1

2
W (r+)− 1

2
W (r−)

∣∣∣ = ‖B‖seq
ρ . (4)

These variables serve as limiting for uniform increment (UI) and dyadic increment

(DI) statistics respectivly. No analytical form seems to be known for the distribu-

tion function of UI(ρ), whereas the distribution of DI(ρ) is completely specified by

Theorem 10 below.
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Remark 1. We do not treat in this paper the problem of low regularity Hölder

norms associated to the weights ρ(h) = L(1/h) with L slowly varying. In this case

nothing seems known about equivalence of the norms ‖ ‖ρ and ‖ ‖seq
ρ , which plays

a key rôle in our proofs of Hölderian invariance principles. The extension of our

results to this boundary case would require other technics and seems to be of limited

practical scope.

2.2 Statistics UI(n, ρ) and DI(n, ρ)

To simplify notation put

%(h) := ρ
(
h(1− h)

)
, 0 ≤ h ≤ 1.

For ρ ∈ R, define (recalling that tk = k/n, 0 ≤ k ≤ n),

UI(n, ρ) = max
1≤i<j≤n

∣∣S(j)− S(i)− S(n)(tj − ti)
∣∣

%(tj − ti)

and

DI(n, ρ) = max
1<2j≤n

1

ρ(2−j)
max
r∈Dj

∣∣∣S(nr)− 1

2
S(nr+)− 1

2
S(nr−)

∣∣∣.
To obtain limiting distribution for these statistics we shall work with a stronger

null hypothesis, namely

(H ′
0): X1, . . . , Xn are independent identically distributed random vari-

ables with mean denoted µ0.

Theorem 3. Under (H ′
0), assume that ρ ∈ R and for every A > 0,

lim
t→∞

tP(|X1| > Aθ(t)) = 0. (5)

Then

σ−1n−1/2UI(n, ρ)
D−−−→

n→∞
UI(ρ) (6)

and

σ−1n−1/2DI(n, ρ)
D−−−→

n→∞
DI(ρ), (7)

where σ2 = var(X1) and UI(ρ), DI(ρ) are defined by (3) and (4) respectively.
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When α < 1/2, it is enough to take A = 1 in (5). In the special case ρ(h) =

ρ(h, α, 0) = hα, (5) may be recast as

P(|X1| > t) = o(t−p), with p := 1/(1/2− α).

In the other special case ρ(h) = ρ(h, 1/2, β) = h1/2 logβ(c/h), where β > 1/2,

it is not possible to drop the constant A in Condition (5) which is easily seen to

be equivalent to

E exp{λ|X1|1/β} <∞ for each λ > 0. (8)

Let us note that either of (6) or (7) yields stochastic boundedness of the random

variable max1≤k≤n |Xk|/θ(n) which on its turn gives (8).

Remark 2. In the case where the variance σ2 is unknown the results remain valid

if σ2 is substituted by its standard estimator σ̂2.

Remark 3. Under (H0), the statistics n−1/2UI(n, ρ) keeps the same value when

each Xi is substituted by X ′
i := Xi − EXi. This property is only asymptotically

true for n−1/2DI(n, ρ), see the proof of Theorem 3. For practical use of DI(n, ρ),

it is preferable to replace Xi by X ′
i if µ0 is known or else by Xi − X where X =

n−1(X1 + · · · + Xn). This will avoid a bias term which may be of the order of

|EX1| ln−β n in the worst cases.

To see a consistency of tests to reject null hypothesis versus epidemic alternative

(HA) for large values of n−1/2UI(n, ρ), we naturally assume that the numbers of

observations k∗, m∗−k∗, n−m∗ before, during and after the epidemic go to infinity

with n. Write l∗ := m∗ − k∗ for the length of the epidemic.

Theorem 4. Let ρ ∈ R. Assume under (HA) that the Xi’s are independent and

σ2
0 := supk≥1 var(Xk) is finite. If

lim
n→∞

n1/2 hn

ρ(hn)
|µ1 − µ0| = ∞, where hn :=

l∗

n

(
1− l∗

n

)
, (9)

then

n−1/2UI(n, ρ)
P−−−→

n→∞
∞, (10)

n−1/2DI(n, ρ)
P−−−→

n→∞
∞.
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In our setting µ0 and µ1 are constants, but the proof of Theorem 9 remains

valid when µ1 and µ0 are allowed to depend on n. This explains the presence of

the factor |µ1 − µ0| in (9). This dependence on n of µ0 and µ1 is discarded in the

following exemples.

When ρ(h) = hα, (9) is equivalent to

lim
n→∞

hn

n1/(2−2α)
= ∞. (11)

In this case one can detect short epidemics such that n(1−2α)/(2−2α) = o(l∗) as well

as long epidemics such that n(1−2α)/(2−2α) = o(n− l∗).

When ρ(h) = h1/2 logβ(c/h) with β > 1/2, (9) is satisfied provided that hn =

n−1 logγ n, with γ > 2β. This leads to detection of short epidemics such that

logγ n = o(l∗) as well as of long ones verifying logγ n = o(n− l∗).

2.3 Statistics SUI and SDI

To introduce the adaptive selfnormalized statistics, we shall restrict the null hy-

pothesis assuming that µ0 = 0. Practically the reduction to this case by centering

requires the knowledge of µ0. Although this seems a quite reasonnable assump-

tion, it is fair to point out that this knowledge was not required for the UI and DI

statistics.

For any index set A ⊂ {1, . . . , n}, define

V 2(A) :=
∑
i∈A

X2
i .

Then V 2
k = V 2({1, . . . , k}), V 2

0 = 0. To simplify notation we write vk for the

random points of [0, 1]

vk :=
V 2

k

V 2
n

, k = 0, 1, . . . , n.

For ρ ∈ R define

SUI(n, ρ) = max
1≤i<j≤n

∣∣S(j)− S(i)− S(n)(vj − vi)
∣∣

%(vj − vi)
.

Introduce for any t ∈ [0, 1],

τn(t) := max{i ≤ n; V 2
i ≤ tV 2

n }
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and denoting by log2 the logarithm with basis 2 (log2(2
t) = t = log(et)),

Jn := log2(V
2
n /X

2
n:n) where Xn:n := max

1≤k≤n
|Xk|.

Now define

SDI(n, ρ) := max
1≤j≤Jn

1

ρ(2−j)
max
r∈Dj

∣∣∣∣S(
τn(r)

)
− 1

2
S
(
τn(r+)

)
− 1

2
S
(
τn(r−)

)∣∣∣∣.
Theorem 5. Assume that under (H ′

0), µ0 = 0 and the random variables X1, . . . , Xn

are either symmetric and belong to the domain of attraction of normal law or

E |X1|2+ε <∞ for some ε > 0. Then for every ρ ∈ R,

V −1
n SUI(n, ρ)

D−−−→
n→∞

UI(ρ) (12)

and

V −1
n SDI(n, ρ)

D−−−→
n→∞

DI(ρ). (13)

Theorem 6. Let ρ ∈ R. Under (HA) with µ0 = 0, assume that the Xi’s satisfy

S(In) = l∗µ1 +OP

(
l∗1/2

)
, S(Ic

n) = OP

(
(n− l∗)1/2) (14)

and
V 2(In)

l∗
P−−−→

n→∞
b1,

V 2(Ic
n)

n− l∗
P−−−→

n→∞
b0, (15)

for some finite constants b0 and b1. Assume that l∗/n converges to a limit c ∈ [0, 1]

and when c = 0 or 1, assume moreover that

lim
n→∞

n1/2 hn

ρ(hn)
= ∞, where hn :=

l∗

n

(
1− l∗

n

)
. (16)

Then

V −1
n SUI(n, ρ)

P−−−→
n→∞

∞. (17)

Note that in Theorem 6, no assumption is made about the dependence structure

of the Xi’s. It is easy to verify the general hypotheses (14) and (15) in various

situations of weak dependence like mixing or association. Under independence of

the Xi’s (without assuming identical distributions inside each block In and Ic
n), it is

enough to have supk≥1 E |Xk|2+ε < ∞ and EV 2(In)/l∗ → b1, EV 2(Ic
n)/(n − l∗) →

b0. This follows easily from Lindebergh’s condition for the central limit theorem

(giving (14)) and of Theorem 5 p.261 in Petrov [9] giving the weak law of large

numbers required for the Xi’s.
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Theorem 7. Let ρ ∈ R and set X ′
i := Xi − E (Xi). Under (HA) with µ0 = 0,

assume that the random variables X ′
i are independent identically distributed and

that E |X ′
1|2+ε is finite for some ε > 0. Then under (16),

V −1
n SDI(n, ρ)

P−−−→
n→∞

∞. (18)

Remark 4. Theorems 5 and 7 are proved using the Hölderian FCLT for self-

normalized partial sums processes (see [10]). As far as we know, the removing of

the assumption of finite 2+ε moment in the non symmetric case for the Hölderian

FCLT remains an open problem. Of course when there is no weight (ρ(h) = 1),

we can apply the weak invariance principle in C[0, 1] under self-normalization. In

this special case, Theorems 5 and 7 are valid with X1 (resp. X ′
1) in the domain of

attraction of the normal distribution.

2.4 Trimmed statistics

Let ρ ∈ R and let the sequence mn →∞ be such that mn ≤ log2n. Define

DI(n, ρ,mn) := max
1≤j≤mn

1

ρ(2−j)
max
r∈Dj

∣∣∣S(nr)− 1

2

(
S(nr+) + S(nr−)

)∣∣∣.
Theorem 8. If under (H ′

0), E |X1|2+τ <∞ for some 0 < τ ≤ 1 and

lim
n→∞

m1+τ
n n−τ/2ρ−2−τ (2−mn) = 0 (19)

then

σ−1n−1/2DI(n, ρ,mn)
D−−−→

n→∞
DI(ρ).

Let (εn) and (ε′n) be two sequences of positive real numbers, both converging

to 0. Define with tk = k/n,

UI(n, ρ, εn, ε
′
n) := max

nεn≤i<j≤n(1−ε′n)

∣∣S(j)− S(i)− S(n)(tj − ti)
∣∣

%(tj − ti)
.

Theorem 9. If under (H ′
0), E |X1|2+τ <∞ for some 0 < τ ≤ 1 and

lim
n→∞

n−τ/2ρ−2−τ (εnε
′
n) log1+τ n = 0,

then

σ−1n−1/2UI(n, ρ, εn, ε
′
n)

D−−−→
n→∞

UI(ρ).
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2.5 The distribution of DI(ρ)

The distribution function of DI(ρ) may be conveniently expressed in terms of the

error function:

erf x =
2

π1/2

∫ x

0

exp(−s2) ds.

The following asymptotic expansion will be useful

erf x = 1− 1

xπ1/2
exp(−x2)

(
1 +O(x−2)

)
, x→∞.

Theorem 10. Let c = lim sup
j→∞

j1/2/θ(2j).

i) If c = ∞ then DI(ρ) = ∞ almost surely.

ii) If 0 ≤ c <∞, then DI(ρ) is almost surely finite and its distribution functions

is given by

P
(
DI(ρ) ≤ x

)
=

∞∏
j=1

{
erf

(
θ(2j)x

)}2j−1

, x > 0.

The distribution function of DI(ρ) is continuous with support [c (log 2)1/2 ,∞).

Remark 5. The exact distribution of UI(ρ) = ‖B‖ρ is not known. To obtain

critical values for UI(n, ρ), one can use a general result on large deviations for

Gaussian norms (see e.g. [7]) which reads

P
(
UI(ρ) ≥ x

)
≤ 4 exp

(
−x2

8E ‖B‖2
ρ

)
, x > 0. (20)

Another approach is to use the equivalence of the norms ‖B‖ρ and ‖B‖seq
ρ which

provides constants cρ and Cρ such that

cρDI(ρ) ≤ UI(ρ) ≤ CρDI(ρ). (21)

Both methods give only rough estimates of the critical value for UI(n, ρ).

3 Proofs

3.1 Tools

The proofs of Theorems 3 and 5 are based on invariance principles in Hölder spaces,

for the partial sums processes ξn = (ξn(t), t ∈ [0, 1]) and ζn = (ζn(t), t ∈ [0, 1])

13



defined by

ξn is the polygonal line with vertices
(k
n
, S(k)

)
, 0 ≤ k ≤ n; (22)

ζn is the polygonal line with vertices
(V 2

k

V 2
n

, S(k)
)
, 0 ≤ k ≤ n. (23)

The relevant invariance principles are proved in [11] and [10] respectively and may

be stated as follows.

Theorem 11. Let ρ be in R. Then under (H ′
0) with µ0 = 0, the convergence

σ−1n−1/2ξn
D−→ W

takes place in Ho
ρ if and only if the condition (5) holds.

Theorem 12. Under the conditions of Theorem 5

V −1
n ζn

D−→ W

in Ho
ρ for any ρ ∈ R.

The two next lemmas are useful to simplify and unify the proofs of Theorems

3 and 5.

Lemma 13. Let (ηn)n≥1 be a tight sequence of random elements in the separable

Banach space B and gn, g be continuous functionals B → R. Assume that gn

converges pointwise to g on B and that (gn)n≥1 is equicontinuous. Then

gn(ηn) = g(ηn) + oP(1).

Proof. By the tightness assumption, there is for every ε > 0, a compact subset

K in B such that for every n ≥ 1, P(ηn /∈ K) < ε. Now by a classical corollary

of Ascoli’s theorem, the equicontinuity and pointwise convergence of (gn) give its

uniform convergence to g on the compact K. Then for every δ > 0, there is some

n0 = n0(δ,K), such that

sup
x∈K

|gn(x)− g(x)| < δ, n ≥ n0.

Therefore we have for n ≥ n0,

P
(
|gn(ηn)− g(ηn)| ≥ δ

)
≤ P(ηn /∈ K) < ε,

which is the expected conclusion.

14



Lemma 14. Let (B, ‖ ‖) be a vector normed space and q : B → R such that

a) q is subadditive: q(x+ y) ≤ q(x) + q(y), x, y ∈ B;

b) q is symmetric: q(−x) = q(x), x ∈ B;

c) For some constant C, q(x) ≤ C ‖x‖, x ∈ B.

Then q satisfies the Lipschitz condition

|q(x+ y)− q(x)| ≤ C ‖y‖ , x, y ∈ B. (24)

If F is any set of functionals q fulfilling a), b), c) with the same constant C, then

a), b), c) are inherited by g(x) := sup{q(x); q ∈ F} which therefore satisfies (24).

The proof is elementary and will be omitted.

3.2 Proof of Theorem 3

Convergence of UI(n, ρ). Consider the functionals gn, g, defined on Ho
ρ by

gn(x) := max
1≤i<j≤n

I(x, i/n, j/n), g(x) := sup
0<s<t<1

I(x, s, t), (25)

where

I(x, s, t) :=
|x(t)− x(s)− (t− s)x(1)|

%(t− s)
, 0 < t− s < 1 (26)

and %(h) = ρ(h(1− h)), h ∈ [0, 1]. Observe that

UI(n, ρ) = gn(ξn), UI(ρ) = g(W ). (27)

Clearly the functional q = I( . , s, t) satisfies Conditions a) and b) of Lemma 14. Let

us check Condition c). From the Definition 1, it is clear that for ρ ∈ R, the ratio

ρ(h)/ρ(h/2) is continuous on (0, 1] and has the finite limit 2α at zero. Hence it is

bounded on [0, 1] by a constant a = a(ρ) <∞. Similarly the ratio ρ?(h) := h/ρ(h)

vanishes at 0 and and is bounded on [0, 1] by some b = b(ρ) <∞.

If 0 < t− s ≤ 1/2, then %(t− s) ≥ ρ
(
(t− s)/2

)
≥ a−1ρ(t− s) and

I(x, s, t) ≤ a
|x(t)− x(s)|
ρ(t− s)

+ a
t− s

ρ(t− s)
|x(1)| (28)

≤ a(1 + b)‖x‖ρ. (29)
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If 1/2 < t − s < 1, then %(t − s) ≥ ρ
(
(1 − t + s)/2

)
≥ a−1ρ(1 − t + s) and

ρ(1 − t + s) is bigger than both ρ(s) and ρ(1 − t). Assuming that x(0) = 0, we

write x(t) − x(s) − (t − s)x(1) = x(t) − x(1) + x(0) − x(s) + (1 − t + s)x(1) and

obtain

I(x, s, t) ≤ a
|x(1)− x(t)|
ρ(1− t)

+ a
|x(s)− x(0)|

ρ(s)
+ a

1− t+ s

ρ(1− t+ s)
|x(1)| (30)

≤ a(2 + b)‖x‖ρ. (31)

Introduce the closed subspace B := {x ∈ Ho
ρ; x(0) = 0}. From (29) and (31)

we see that the functionals q = I( . , s, t) satisfy on B the Condition c) of Lemma

14 with the same constant C = C(ρ) = a(2+b). It follows by Lemma 14 that gn as

well as g are Lipschitz on B with the same constant C. In particular the sequence

(gn)n≥2 is equicontinuous on B.

Now we shall apply Lemma 13 with ηn := σ−1n−1/2ξn with ξn defined by (22).

By Theorem 11, (ηn)n≥2 is tight on B. To check the pointwise convergence on B of

gn to g, it is enough to show that for each x ∈ B, the function (s, t) 7→ I(x, s, t) can

be extended by continuity to the compact set T = {(s, t) ∈ [0, 1]2; 0 ≤ s ≤ t ≤ 1}.
From (28) we get 0 ≤ I(x, s, t) ≤ aωρ(x, t− s) + a|x(1)|ρ?(t− s), which allows the

continuous extension along the diagonal puting I(x, s, s) := 0. From (30) we get

0 ≤ I(x, s, t) ≤ 2aωρ(x, 1+ t− s)+a|x(1)|ρ?(1+ t− s) which allows the continuous

extension at the point (0, 1) puting I(x, 0, 1) := 0.

The pointwise convergence of (gn) being now established, Lemma 13 gives

gn(σ−1n−1/2ξn) = g(σ−1n−1/2ξn) + oP(1) (32)

and the convergence of σ−1n−1/2UI(n, ρ) to UI(ρ) follows from Theorem 11, (27)

and (32).

Convergence of DI(n, ρ). Let DI′(n, ρ) be defined like DI(n, ρ), replacing Xi by

X ′
i = Xi − EXi. As∑

nr−<i≤nr

Xi −
∑

nr<i≤nr+

Xi =
∑

nr−<i≤nr

X ′
i −

∑
nr<i≤nr+

X ′
i + c(r)EX1,

with |c(r)| ≤ 1, we clearly have n−1/2
(
DI(n, ρ)−DI′(n, ρ)

)
= oP(1), so we may and

do assume without loss of generality that µ0 = 0 in the proof. First we observe

that

DI(n, ρ) = max
1<2j≤n

1

ρ(2−j)
max
r∈Dj

|λr(S(n .))|, (33)
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where the λr are defined by (2) and S(n .) is the discontinuous process (S(nt),

0 ≤ t ≤ 1). This process may also be written as

S(nt) = ξn(t)− (nt− [nt])X[nt]+1, t ∈ [0, 1],

from which we see that

|λr(S(n .))− λr(ξn)| ≤ 2 max
1≤i≤n

|Xi|.

Plugging this estimate into (33) leads to the representation

σ−1n−1/2DI(n, ρ) = gn(σ−1n−1/2ξn) + Zn (34)

where

gn(x) := max
1<2j≤n

max
r∈Dj

|λr(x)|
ρ(2−j)

, x ∈ Ho
ρ

and the random variable Zn satisfies

|Zn| ≤
2

σn1/2ρ(1/n)
max
1≤i≤n

|Xi| =
2

σθ(n)
max
1≤i≤n

|Xi|. (35)

Hypothesis (5) in Theorem 3 gives immediately the convergence in probability

to zero of max1≤i≤n |Xi|/θ(n). The functionals qr(x) := |λr(x)|/ρ(r − r−) satisfy

obviously the hypotheses of Lemma 14 with the same constant C = 1. The same

holds for gn = max1<2j≤n maxr∈Dj
qr and for

g(x) := sup
j≥1

max
r∈Dj

qr(x).

Accounting (34) and (35), Lemma 13 leads to the representation

σ−1n−1/2DI(n, ρ) = g(σ−1n−1/2ξn) + oP(1),

from which the conclusion follows by Theorem 11 and continuous maping.

3.3 Proof of Theorem 4

Divergence of UI(n, ρ). Define the random variables

X ′
i :=

Xi − µ0 if i ∈ Ic
n,

Xi − µ1 if i ∈ In.
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In order to find a lower bound for UI(n, ρ), let us consider the contribution to its

numerator of the increment corresponding to the full length of epidemics. It may

be writen as

S(m∗)− S(k∗)− S(n)(tm∗ − tk∗) =
(
1− l∗

n

)
S(In)− l∗

n
S(Ic

n)

= l∗
(
1− l∗

n

)
(µ1 − µ0) +Rn, (36)

where

Rn := − l
∗

n

∑
i∈Ic

n

X ′
i +

(
1− l∗

n

) ∑
i∈In

X ′
i.

It is easy to see that n−1/2Rn = OP(h
1/2
n ). Indeed

var(n−1/2Rn) ≤ 1

n

( l∗
n

)2

(n− l∗)σ2
0 +

1

n

(
1− l∗

n

)2

l∗σ2
0 = σ2

0hn.

This estimate together with (36) leads to the lower bound

n−1/2UI(n, ρ) ≥ n1/2 hn

ρ(hn)
|µ1 − µ0| −OP

(
hn

1/2

ρ(hn)

)
. (37)

From Definition 1 iii), it is easily seen that limhn→0 h
1/2
n /ρ(hn) = 0, so (10) follows

from Condition (9) via (37).

Divergence of DI(n, ρ). Let us estimate first λr(S(n .)) under the special configu-

ration r− ≤ tk∗ < tm∗ ≤ r (then necessarily, l∗/n ≤ 1/2). For notational simplifi-

cation, define for 0 ≤ s < t ≤ 1 and µ ∈ R,

Sn(s, t) :=
∑

ns<k≤nt

Xk and S ′n(s, t, µ) :=
∑

ns<k≤nt

(X ′
k + µ).

Then we have

2λr(S(n .)) = Sn(r−, r)− Sn(r, r+)

= S ′n(r−, tk∗ , µ0) + S ′n(tk∗ , tm∗ , µ1) + S ′n(tm∗ , r, µ0)

−S ′n(r, r+, µ0)

= (µ0 − µ1)l
∗ +O(1) +

∑
nr−<k≤nr+

εkX
′
k,

where O(1) and the εk’s are deterministic and εk = ±1. If the level j of r (r ∈ Dj)

is such that 2−j−1 < l∗/n ≤ 2−j, this gives for DI(n, ρ) the same lower bound as the
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right hand side of (37). Clearly the same result holds true when [tk∗ , tm∗ ] is included

in [r, r+]. Denoting by θ the middle of [tk∗ , tm∗ ], we obtain the same lower bound

(up to multiplicative constants) under the configurations where [θ, tm∗ ] ⊂ [r−, r] or

[tk∗ , θ] ⊂ [r, r+].

Assume still that l∗/n ≤ 1/2 and fix the level j by 2−j−1 < l∗/n ≤ 2−j. There

is a unique r0 ∈ Dj such that r−0 ≤ θ < r+
0 . Then the divergence of n−1/2DI(n, ρ)

follows from Hypothesis (9) by applying the above remarks in each of the following

cases.

a) r−0 ≤ θ < r−0 + 2−j−1. Then θ + l∗/(2n) ≤ r−0 + 2−j−1 + 2−j−1 = r0, so

[θ, tm∗ ] ⊂ [r−0 , r0].

b) r0 + 2−j−1 ≤ θ < r+
0 . Then θ − l∗/(2n) ≥ r0, so [tk∗ , θ] ⊂ [r0, r

+
0 ].

c) r0 − 2−j−1 ≤ θ < r0 + 2−j−1. Then r−0 ≤ tk∗ < tm∗ ≤ r+
0 . Only one of both

dyadics r−0 and r+
0 has the level j− 1. If r−0 ∈ Dj−1, writing r1 := r−0 we have

r+
1 = r+

0 and [tk∗ , tm∗ ] ⊂ [r1, r
+
1 ]. Else r+

0 ∈ Dj−1 and with r1 := r+
0 , r−1 = r−0

so that [tk∗ , tm∗ ] ⊂ [r−1 , r1].

It remains to consider the case where l∗/n > 1/2. Assume first that tk∗ ≥
1− tm∗ , so that tk∗ ≥ (1− l∗/n)/2. Then there is a unique j such that 0 < 2−j−1 <

tk∗ ≤ 2−j ≤ 1/2 < tm∗ . Choosing r0 := 2−j ∈ Dj, we easily obtain

2λr0(S(n .)) = (µ0 − µ1)(ntk∗) +O(1) +
∑

nr−<k≤nr+

εkX
′
k.

Now the divergence of n−1/2DI(n, ρ) follows from (9) in view of the lower bound∣∣λr0(S(n .))
∣∣ ≥ |µ0 − µ1|

n− l∗

4
−OP

(
(n− l∗)1/2).

When tk∗ < 1 − tm∗ , fixing j by 1 − 2−j ≤ tm∗ < 1 − 2−j−1 and choosing r0 :=

1− 2−j ∈ Dj, leads clearly to the same lower bound. The proof is complete.

3.4 Proof of Theorem 5

Convergence of SUI(n, ρ). We use the straightforward representation

SUI(n, ρ) = max
1≤i<j≤n

I

(
ζn,

V 2
i

V 2
k

,
V 2

j

V 2
k

)
, (38)
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where ζn and I are defined by (23) and (26) respectively. By Lemma 9 in [10], if

X1 is in the domain of attraction of the normal distribution then

max
0≤k≤n

∣∣∣V 2
k

V 2
n

− k

n

∣∣∣ P−−−→
n→∞

0. (39)

Theorem 12 and the same arguments as in the proof of Theorem 3 give

gn(V −1
n ζn) = max

1≤i<j≤n
I
(
ζn,

i

n
,
j

n

)
= g

(
V −1

n ζn
)

+ oP(1), (40)

with g defined by (25). By continuous mapping, the right hand side of (40) con-

verges in distribution to UI(ρ). Hence the convergence of SUI(n, ρ) to UI(ρ) will

follow from the estimate

SUI(n, ρ)− gn(V −1
n ζn) = oP(1).

Due to the tightness in Ho
ρ of (V −1

n ζn)n≥1, this follows in turn from (38), (39) and

the purely analytical next lemma.

Lemma 15. For any x ∈ Ho
ρ such that x(0) = 0, denote by Ix the continuous

function

Ix : T → R, (s, t) 7→ I(x, s, t),

where T := {(s, t) ∈ [0, 1]2; 0 ≤ s ≤ t ≤ 1} and I is defined by (26) and its

continuous extension to the boundary of T puting I(x, s, s) := 0 and I(x, 0, 1) := 0.

Let K be a compact subset in Ho
ρ of functions x such that x(0) = 0. Then the set

of functions EK := {Ix; x ∈ K} is equicontinuous.

Proof. Put for notational simplification y(t) := x(t)− tx(1) and define

ẏ%(s, t) :=
y(t)− y(s)

%(|t− s|)
, 0 < |t− s| < 1,

with ẏ%(s, t) := 0 when |t− s| = 0 or 1. This reduces the problem to the proof of

the equicontinuity of EK′ := {ẏ% : T → R; y ∈ K ′} where K ′ is a compact subset

in Ho
ρ of functions vanishing at 0 and 1.

It is convenient to estimate the increments of y in terms of the function %(h) =

ρ
(
h(1− h)

)
. First we always have for 0 ≤ s ≤ s+ h ≤ 1,

|y(s+ h)− y(s)| ≤ ρ(h)ωρ(y, h). (41)
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Because y(0) = y(1) = 0 and ρ and ωρ(y, .) are non decreasing, we also have for

0 ≤ s ≤ s+ h ≤ 1,

|y(s+ h)− y(s)| ≤ |y(s+ h)− y(1)|+ |y(s)− y(0)|

≤ ρ(1− s− h)ωρ(y, 1− s− h) + ρ(s)ωρ(y, s)

≤ 2ρ(1− h)ωρ(y, 1− h). (42)

Recalling the constant a = a(ρ) = sup{ρ(h)/ρ(h/2); 0 < h ≤ 1} <∞, we see that

ρ(h) ∧ ρ(1− h) ≤ aρ
(
h(1− h)

)
= a%(h). (43)

By (41), (42) and (43) there is a constant c = c(ρ) such that

|y(s+ h)− y(s)| ≤ c%(h)ωρ

(
y, h ∧ (1− h)

)
, 0 ≤ s ≤ s+ h ≤ 1.

Writing for simplicity

ω̃ρ(y, h) := cωρ

(
y, h ∧ (1− h)

)
,

the above estimate leads to

y(t) = y(s) + ẏ%(s, t)%(t− s), (s, t) ∈ [0, 1]2, (44)

where

|ẏ%(s, t)| ≤ ω̃ρ(y, |t− s|). (45)

Using the expansion (44), we get for any (s, t) and (s′, t′) in the interior of T

(writing h′ := t′ − s′ and h = t− s)

ẏ%(s
′, t′)− ẏ%(s, t) =

(
y(t)− y(s)

)(
%(h)− %(h′)

)
%(h)%(h′)

+
ẏ%(t, t

′)%(|t′ − t|)− ẏ%(s, s
′)%(|s′ − s|)

%(h′)

= ẏ%(s, t)
%(h)− %(h′)

%(h′)

+
ẏ%(t, t

′)%(|t′ − t|)− ẏ%(s, s
′)%(|s′ − s|)

%(h′)
.

Due to (45), this gives

|ẏ%(s
′, t′)− ẏ%(s, t)| ≤ c‖y‖ρ

|%(h)− %(h′)|+ %(|t′ − t|) + %(|s′ − s|)
ρ(h′)

(46)
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To deal with the points close to the border of T , we complete this estimate with

|ẏ%(s
′, t′)− ẏ%(s, t)| ≤ c

(
ω̃ρ(y, h) + ω̃ρ(y, h

′)
)
. (47)

Now the equicontinuity of EK′ follows easily from (46), (47), the continuity of ρ,

the boundedness in Ho
ρ of the compact K ′ and the uniform convergence to zero

over K ′ of ωρ(y, δ) (when δ goes to zero). This last property is again an application

of Ascoli’s theorem or of Dini’s theorem.

Convergence of SDI(n, ρ). Recall that τn(t) = max{i ≤ n; V 2
i ≤ tV 2

n }, t ∈ [0, 1]

and Jn = log2(V
2
n /X

2
n:n) where Xn:n := max1≤k≤n |Xk|. Note also that SDI(n, ρ)

may be recast as

SDI(n, ρ) = max
1≤j≤Jn

1

ρ(2−j)
max
r∈Dj

|λr(S ◦ τn)|.

By O’Brien [8], X1 is in the domain of attraction of the normal distribution if and

only if

V −1
n max

1≤k≤n
|Xk| = oP(1). (48)

The polygonal random line ζn defined by (23) may be written as

ζn(t) = S
(
τn(t)

)
+
t− V 2

τn(t)V
−2
n

X2
τn(t)+1V

−2
n

Xτn(t)+1 = S
(
τn(t)

)
+ ψn(t).

Noting that |ψn(t)| ≤ Xn:n, we have |λr(ψn)| ≤ 2Xn:n for every dyadic r. This

provides us the representation

V −1
n SDI(n, ρ) = max

1≤j≤Jn

1

ρ(2−j)
max
r∈Dj

∣∣∣λr

( ζn
Vn

)∣∣∣ + Z ′n,

where

|Z ′n| ≤
2

Vnρ
(
X2

n:nV
−2
n

) =
2

θ
(
V 2

nX
−2
n:n

) ,
with θ(t) = t1/2ρ(1/t). Recalling that for ρ ∈ R, limt→∞ θ(t) = ∞, we see from

(48) that Z ′n = oP(1). Introducing again the functionals qr(x) := |λr(x)|/ρ(r−r−),

gn = max1≤j≤log2n maxr∈Dj
qr and g(x) := supj≥1 maxr∈Dj

qr(x) which satisfy the

hypotheses of Lemma 14 with the same constant C = 1, we have

V −1
n SDI(n, ρ) = gJn(V −1

n ζn) + Z ′n.
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By (48), Jn goes to infinity in probability, so an obvious extension of Lemma 13

leads to the representation

V −1
n SDI(n, ρ) = g(V −1

n ζn) + oP(1)

and the convergence of V −1
n SDI(n, ρ) to DI(ρ) follows from Theorem 12 by conti-

nous mapping.

3.5 Proof of Theorem 6

Divergence of SUI(n, ρ). We shall exploit the lower bound

SUI(n, ρ) ≥
∣∣S(In)− S(n)(vm∗ − vk∗)

∣∣
%(vm∗ − vk∗)

. (49)

Writing again X ′
i := Xi − E (Xi), we get

S(In)− S(n)(vm∗ − vk∗) =
V 2(Ic

n)

V 2
n

l∗µ1 +Rn, (50)

where

Rn :=
V 2(Ic

n)

V 2
n

∑
i∈In

X ′
i −

V 2(In)

V 2
n

∑
i∈Ic

n

X ′
i.

From (15) it follows that

V 2
n

n
= cb1 + (1− c)b0 + oP(1), (51)

so by (14) and (15) we easily obtain

n−1/2Rn = OP

(
h1/2

n

)
. (52)

Rewriting the principal term in (50) as

V 2(Ic
n)

V 2
n

l∗µ1 =
(n− l∗)−1V 2(Ic

n)

n−1V 2
n

l∗

n
(n− l∗)µ1

leads by (15) to the equivalence in probability

n−1/2V
2(Ic

n)

V 2
n

l∗µ1
P∼ b1µ1

cb1 + (1− c)b0
n1/2hn. (53)

Finally we also have from (14)

V 2(In)

V 2
n

V 2(Ic
n)

V 2
n

P∼ b0b1(
cb1 + (1− c)b0

)2hn,
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from which (recalling that ρ(h) = hαL(1/h) with L slowly varying) we deduce that

for some constant d > 0,

%(vm∗ − vk∗) ≤ dρ(hn)
(
1 + oP(1)

)
. (54)

Going back to (49) with the estimates (52), (53) and (54) provides the lower bound

n−1/2SUI(n, ρ) ≥ C
n1/2hn

ρ(hn)
− oP(1)−OP

( h
1/2
n

ρ(hn)

)
, (55)

with a positive constant C depending on µ1, b0, b1, c and ρ. As ρ ∈ R, h
1/2
n =

o
(
ρ(hn)

)
when hn goes to zero, so (55) gives the divergence of n−1/2SUI(n, ρ),

accounting Hypothesis (16). Due to (51), the divergence of V −1
n SUI(n, ρ) follows.

3.6 Proof of Theorem 7

Divergence of SDI(n, ρ). For A ⊂ {1, . . . , n} and 1 ≤ k ≤ n, define

S ′(A) :=
∑
i∈A

X ′
i, S ′(0) := 0, S ′(k) = S ′({1, . . . , k})

and

V ′2(A) :=
∑
i∈A

X ′2
i , V ′

k
2

:= V ′2({1, . . . , k}), v′0 := 0, v′k :=
V ′

k
2

V ′
n
2 .

Denote by ζ ′n the polygonal line with vertices
(
v′k, S

′(k)
)
, 0 ≤ k ≤ n.

As a preliminary step, we look for some control on the ratios Vn/V
′
n and

(vm∗ − vk∗)/(v
′
m∗ − v′k∗). Clearly

V 2
n

V ′
n
2 = 1 +

l∗µ2
1

V ′
n
2 +

2µ1S
′(In)

V ′
n
2 .

Under the assumptions made on the sequence (X ′
i), V

′
n
−1S ′(In) = OP(1) and n−1V ′

n
2

converges in probability to σ2 := E (X ′
1
2), so

1 ≤ lim inf
n→+∞

V 2
n

V ′
n
2 ≤ lim sup

n→+∞

V 2
n

V ′
n
2 ≤ 1 +

µ2
1

σ2
in probability. (56)

Similarly we have

vm∗ − vk∗

v′m∗ − v′k∗
=

V ′
n
2
(
V ′2(In) + l∗µ2

1 + 2µ1S
′(In)

)
V 2

n V
′2(In)

=
V ′

n
2

V 2
n

{
1 +

l∗µ2
1

V ′2(In)

(
1 +

2S ′(In)

µ1l∗

)}
.
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Applying the weak law of large numbers to V ′2(In)/l∗ and S ′(In)/l∗, we see that

in probability,(
1 +

µ2
1

σ2

)−1

≤ lim inf
n→+∞

vm∗ − vk∗

v′m∗ − v′k∗
≤ lim sup

n→+∞

vm∗ − vk∗

v′m∗ − v′k∗
≤ 1 +

µ2
1

σ2
. (57)

The statistics SDI(n, ρ) may be expressed as

SDI(n, ρ) = max
1≤j≤Jn

1

2ρ(2−j)
max
r∈Dj

∣∣∣∣∣∣
∑

r−<vk≤r

Xk −
∑

r<vk≤r+

Xk

∣∣∣∣∣∣
Define the random index J by 2−J ≥ vm∗ − vk∗ > 2−J−1 and consider first the

configuration where r− ≤ vk∗ < vm∗ ≤ r where r ∈ DJ . Then

V −1
n SDI(n, ρ) ≥ l∗|µ1|

2Vnρ(2−J)
− 1

2
Rn,

where

Rn :=
1

Vnρ(2−J)

∣∣∣∣∣∣
∑

r−<vk≤r

X ′
k −

∑
r<vk≤r+

X ′
k

∣∣∣∣∣∣ .
Due to (56), (57), the definition of J and the form of ρ, there are some positive

random variables Ki, not depending on n such that

l∗|µ1|
Vnρ(2−J)

≥ K1l
∗

Vnρ(vm∗ − vk∗)
≥
K2

(
l∗

V ′
n

2

)
V ′

n

ρ
(

V ′2(In)

V ′
n

2

) ≥ K3
n1/2hn

ρ(hn)

and this lower bound goes to infinity in probability by Condition (16). So it remains

to check that Rn = OP(1).

To this end, we split Rn in four blocks Rn,1, . . . , Rn,4 indexed respectively by

r− < vk with k ≤ k∗, k ∈ In, vk ≤ r with k > m∗, r < vk ≤ r+. Recall that

τn(t) := max{i ≤ n; vi ≤ t}. To bound Rn,1, note that if τn(r−) > k∗, then

Rn,1 = 0. Assuming now that τn(r−) ≤ k∗, we get

Rn,1 =
1

ρ(2−J)

V ′
n

Vn

∣∣∣∣S ′
(
(τn(r−), k∗]

)
V ′

n

∣∣∣∣
≤ V ′

n

Vn

∥∥∥ ζ ′n
V ′

n

∥∥∥
ρ

ρ
(
v′k∗ − v′τn(r−)

)
ρ(2−J)

≤ V ′
n

Vn

∥∥∥ ζ ′n
V ′

n

∥∥∥
ρ

ρ
(
v′k∗ − v′τn(r−)

)
ρ
(
vk∗ − vτn(r−)

) . (58)
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In the bound (58), V ′
n/Vn = OP(1) by (56) and ‖V ′

n
−1ζ ′n‖ρ = OP(1) by Theorem 12.

To bound the last fraction, we observe that

v′k∗ − v′τn(r−)

vk∗ − vτn(r−)

=
V ′

n
−2V ′2((τn(r−), k∗]

)
Vn

−2V 2
(
(τn(r−), k∗]

) =
Vn

2

V ′
n
2 ,

since X ′
i = Xi for i ∈ (τn(r−), k∗]. As ρ is of the form ρ(h) = hαL(1/h) with L

slowly varying, it easily follows from (56) that

ρ
(
v′k∗ − v′τn(r−)

)
ρ
(
vk∗ − vτn(r−)

) = OP(1).

Similarly the control of Rn,2 reduces to establishing the stochastic boudedness of

the ratio ρ(v′m∗ − v′k∗)/ρ(vm∗ − vk∗), which in turn follows from (57).

The control of Rn,3 and Rn,4 is similar to the one of Rn,1. Finally the proof is

completed by a discussion of the configurations like in the proof of Theorem 4.

3.7 Proof of Theorem 8

Like in the proof of the convergence of DI(n, ρ) (Theorem 3), it is enough to

consider the case µ0 = 0. We shall assume σ2 = 1. Denoting

δni(j, t) =
1

ρ(2−j)
n−1/2

[
1{nt− < i ≤ nt} − 1{nt < i ≤ nt+}

]
,

where j = 1, . . . ,mn; t ∈ Dj and i = 1, . . . , n, we easily find the following repre-

sentation

n−1/2DI(n, ρ,mn) =
1

2
max

1≤j≤mn

max
t∈Dj

∣∣∣ n∑
i=1

Xiδni(j, t)
∣∣∣.

Let (γi, i = 1, . . . , n) be a collection of independent standard normal random vari-

ables. Consider

Vn,ρ(mn) =
1

2
max

1≤j≤mn

max
t∈Dj

∣∣∣ n∑
i=1

γiδni(j, t)
∣∣∣.

Set kn = 1 + 2 + · · ·+ 2mn . For x = (x1, . . . , xkn) ∈ Rkn , write

||x||∞ := max
1≤l≤kn

|xl|.

Consider for each ε > 0 and r ≥ ε the function fr,ε : Rkn → R which possesses the

following properties

i) for each x ∈ Rkn

1{||x||∞ ≤ r − ε} ≤ fr,ε(x) ≤ 1{||x||∞ ≤ r + ε}; (59)
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ii) the function fε is infinitely many times differentiable and for each ` ≥ 1 there

exists an absolute constant C` > 0 such that

||f (`)
r,ε || := sup{|f (`)

r,ε (x)(h)`| : x, h ∈ Rkn , ||h||∞ ≤ 1}

≤ C`ε
−` log`−1 kn. (60)

Here f
(`)
r,ε denotes the `-th derivative of the function fr,ε and f

(`)
r,ε (x)(h)` the cor-

responding differential. Such functions are constructed in [1]. Denoting for i =

1, . . . , n, Xni = (Xiδni(j, t), j = 1, . . . ,mn; t ∈ Dj) and Yni = (γiδni(j, t), t ∈ Dj,

j = 1, . . . ,mn) we have

DI(n, ρ,mn) =
∥∥∥ n∑

i=1

Xni

∥∥∥
∞
, Vn,ρ(mn) =

∥∥∥ n∑
i=1

Yni

∥∥∥
∞
.

Applying the property (59) of the functions fε = fr+ε,ε and fε = fr−ε,ε we derive

for r ≥ ε

∆n(r) := |P(DI(n, ρ,mn) ≤ r)− P(Vn,ρ(mn) ≤ r)| =

≤ max
∣∣∣E fε

( n∑
i=1

Xni

)
− E fε

( n∑
i=1

Yni

)∣∣∣ + P(r − ε ≤ Vn,ρ(mn) ≤ r + ε),

where maximum extends over two functions fε = fr−ε,ε and fε = fr+ε,ε.

Writing Znk =
∑k−1

i=1 Xni +
∑n

i=k+1 Yni and noting that Znk + Xnk = Zn,k+1 +

Ynk we have

I := E fε

( n∑
i=1

Xni

)
− E fε

( n∑
i=1

Yni

)
=

n∑
k=1

E fε(Znk + Xnk)− E fε(Znk + Ynk).

Next we shall use Taylor’s expansion fε(x+ h) = fε(x) + f ′ε(x)h+ 2−1f ′′ε (x)h2 +R

with interpolated remainder |R| ≤ 21−τ ||f ′′ε ||1−τ ||f ′′′ε ||τ ||h||2+τ
∞ where 0 < τ ≤ 1.

Noting that for each k = 1, . . . , n

E f ′ε(Znk)(Xnk) = E f ′ε(Znk)(Ynk) = 0

and

E f ′′ε (Znk)(Xnk)
2 = E f ′′ε (Znk)(Ynk)

2

27



we obtain I ≤ 21−γε−3
∑n

i=1

[
E ||Xni||2+τ

∞ + E ||Yni||2+τ
∞

]
||f ′′ε ||1−τ ||f ′′′ε ||τ . Clearly

E ||Xni||2+τ
∞ ≤ E |X1|2+τn−(2+τ)/2ρ−2−τ (2−mn)

and

E ||Yni||2+τ
∞ ≤ cτn

−(2+τ)/2ρ−2−τ (2−mn),

where cτ depends on τ only. Finally, accounting (60) we obtain

|I| ≤ cτε
−3n−τ/2ρ−2−τ (2−mn)m1+τ

n .

Therefore, under the condition (19) we have for each r ≥ ε

lim sup
n→∞

∆n(r) ≤ lim
n→∞

P(r − ε ≤ Vn,ρ(mn) ≤ r + ε).

If r < ε we have evidently

∆n(r) ≤ ∆n(ε) + 2P(Vn,ρ(mn) ≤ ε),

hence

lim sup
n→∞

∆n(r) ≤ 3 lim
n→∞

P(r − ε ≤ Vn,ρ(mn) ≤ r + ε) (61)

for all r > 0. Since for each a > 0

lim
n→∞

P(Vn,ρ(mn) ≤ a) = F (1)
ρ (a) = P(DI(ρ) ≤ a)

and the distribution function of DI(ρ) is continuous we complete the proof by

letting ε→ 0 in (61).

The proof of Theorem 9 is similar to the proof of Theorem 8. The only difference

is in the definition of random vectors Xni (the modification being evident) and the

dimension kn which now is O(n2).

3.8 Proof of Theorem 10

The result relies essentially on the representation of a standard Brownian motion as

a series of triangular functions. For r ∈ Dj, j ≥ 1, let Hr be the L2[0, 1] normalized

Haar function, defined on [0, 1] by

Hr(t) =


+(r+ − r−)−1/2 = +2(j−1)/2 if t ∈ (r−, r];

−(r+ − r−)−1/2 = −2(j−1)/2 if t ∈ (r, r+];

0 else.
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Define moreover H1(t) := 1[0,1](t). For r ∈ Dj, j ≥ 1, the triangular Faber-

Schauder functions Λr are defined as

Λr(t) :=


(t− r−)/(r − r−) = 2j(t− r−) if t ∈ (r−, r];

(r+ − t)/(r+ − r) = 2j(r+ − t) if t ∈ (r, r+];

0 else.

In the special case j = 0, we set Λ1(t) := t. The Λr’s are linked to the Hr’s in the

general case r ∈ Dj, j ≥ 1 by

Λr(t) = 2(r+ − r−)−1/2

∫ t

0

Hr(s) ds = 2(j+1)/2

∫ t

0

Hr(s) ds (62)

and in the special case r = 1 by

Λ1(t) =

∫ t

0

H1(s) ds.

It is well known that any function x ∈ C[0, 1] such that x(0) = 0 may be expanded

in the uniformly convergent series

x = λ1(x)Λ1 +
∞∑

j=1

∑
r∈Dj

λr(x)Λr,

where the λr(x)’s are given by (2).

Let us recall the Lvy - Kamp de Feriet representation of the Brownian motion,

which was generalized by Shepp [13] with any orthonormal basis. Let {Y1, Yr; r ∈
Dj, j ≥ 1} be a collection of independent standard normal random variables. Then

the series

W (t) := Y1t+
∞∑

j=1

∑
r∈Dj

Yr

∫ t

0

Hr(s) ds, t ∈ [0, 1], (63)

converges almost surely uniformly on [0, 1] and W is a Brownian motion started

at 0. Removing the first term in (63) gives a Brownian bridge

B(t) := W (t)− tW (1) =
∞∑

j=1

∑
r∈Dj

Yr

∫ t

0

Hr(s) ds, t ∈ [0, 1]. (64)

Now from (62) to (64), it is clear that the sequential Hölder norms of B may be

writen as

‖B‖seq
ρ = sup

j≥1

1

(2)1/2 θ(2j)
max
r∈Dj

|Yr|. (65)

Recalling that DI(ρ) has the same distribution as ‖B‖seq
ρ , the explicit formula for

its distribution function is easily derived from (65) using standard techniques for

the maxima of independent identically distributed Gaussian variables.
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