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1 Introduction

The present paper arose in connection with the applications of techniques from
transcendental number theory in the context of algebraic functions and Hilbert’s
irreducibility theorem.

Let k be a number field andf ∈ k[X,Y ] be an absolutely irreducible polyno-
mial with n := degY (P) ≥ 1. We may viewY as a rational function on the curve
defined byf . Hilbert’s irreducibility theorem may be restated by saying that for
infinitely many ξ ∈ k the values 1,Y(ξ), . . . ,Yn−1(ξ) are k-linearly indepen-
dent (for any choice of the branch). It is classical that, away from ramification
points ofX, each branch may be represented as a power series inQ[[X]] which
is a G-function. Moreover the vectorsY := (1,Y(X), . . . ,Yn−1(X)), whereY
runs through such power series, satisfy a linear differential system overk(X). It
seems natural to ask whether such a linear independence result holds in general
for vectors ofG-functions satisfying similar conditions, where now the values of
Y should be taken forξ lying in the circle of convergence of the relevant power
series with respect to a given absolute value ofK . The purpose of the present
paper is to provide an affirmative answer.

Special values ofG-functions, which go back to Siegel [Sie], have been
widely investigated. After some results of Bundschuh [Bun] and Schneider
[Sch] in the case of algebraic functions, explicit applications to Hilbert’s ir-
reducibility theorem were obtained by Sprindzuk in a series of papers around
1980 (seee.g. [Spr]). Later on, Bombieri and D̀ebes, working with methods
stemming respectively from Siegel’s and Gelfond’s, obtained certain crucial in-
equalities which led to independence statements for special values of vectors
(Y1(X), . . . ,Yn(X)) of G-functions satisfying a linear differential system over
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Q(X). The results, however, were weaker than those available forE-functions
satisfying similar conditions (seee.g. [Ba; Chap. 11])1, and allowed to prove
linear independence of values at algebraic arguments only in special cases. For
instance, though interesting consequences in the context of algebraic functions
were drawn both by Bombieri [Bo1], [Bo2] and Dèbes [De1], [De2], Hilbert’s
irreducibility theorem did not follow in its full generality by a direct application.
The main reason is that the basic inequality of Bombieri and Dèbes is particularly
effective when the field generated by the coefficients of the relevantG-functions
has “low” degree over the ground field, a condition which is often not true for
power expansions of algebraic functions. In certain cases Bombieri managed
to overcome this difficulty by replacing the original differential system with a
suitable symmetric power of it (see for instance Theorem 5 in [Bo1]), but the
assumptions involve algebraic independence conditions that are not satisfied in
the case of algebraic functions: some ratioYj (X)/Y1(X) is required to be a tran-
scendental function. In contrast here, we obtain results onlinear independence
over K of values at rational points, assuminglinear independenceover K (X) of
the relevant functions.

Around 1986, D̀ebes realized that a certain trick introduced by Weissauer
[Wei] and Fried [Fr] could be successfully combined with the inequality obtained
by him and Bombieri to produce a new complete proof of Hilbert’s irreducibility
theorem (seee.g. [De2]). This method was recently developed to obtain new
results on Hilbert’s theorem ([De3], [De4], [De5]). Here we follow the same
method, supplementing it with the necessary modifications for an application
to more generalG-functions. The above mentioned difficulty related with the
degree of the field of coefficients is completely overcome by this method.

2 Statement of the main result

We first introduce some notation. Letk be a number field,n be a positive integer
and A = A(X) be ann × n matrix with entriesai ,j (X) ∈ k(X). Consider the
differential operatorD := D − A, whereD := d/dX.

Assume that there is a (column) vector solutionY = (Y1(X), . . . ,Yn(X))t of
D Y = 0 such that each componentYi (X) is a power series with coefficients in
Q. (This holds for example if 0 is an ordinary point ofD , that is, if 0 is not
a pole of anyai ,j (X)). The field generated overk by the coefficients of these
power series is then necessarily a number field. Here is a brief argument for this
more or less standard fact.

Define the order at zero of a vector with entries inQ[[x]] as the minimum
order of its entries. Nonzero vectors with pairwise different orders are linearly
independent over the constants. Therefore the order of a nonzero vector solution
of our system is bounded. That is, there exists a positive integerN such that
two vector solutions which agree moduloxN must in fact be equal. Take now a
vector solutionY with entries inQ[[x]] and let L be the number field generated

1 In fact equally general results would be false in the case ofG-functions [Wol].
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by the coefficients of the system and the firstN coefficients of all the entries of
Y. If σ ∈ Gal(Q/L), thenσ(Y) is a new vector solution congruent toY mod
xN . So the two solutions coincide, thus proving thatY has coefficients inL.

Fix a number fieldK containingk and the coefficients ofY1(X), . . . ,Yn(X).
Assume in addition thatY1(X), . . . ,Yn(X) areG-functions (see below for a defi-
nition). For each valuationv of K , let Rv denote the (non-zero)v-adic radius of
convergence ofY. Then we may regardY as a vector functionYv on the open
ball B(0,Rv) := {ξ ∈ Kv | 0 ≤ |ξ|v < Rv} and with values in the completion
Kv. We will prove the following

Theorem 1. If Y1(X), . . . ,Yn(X) are linearly independent overQ(X) then, for
every positive number R< Rv, there exist infinitely manyξ ∈ Q ∩ B(0,R) such
that the elements Yi ,v(ξ) of Kv, i = 1, . . . , n, are linearly independent over K .

The proof will provide a more precise result, stated as Theorem 2 at the end.

Remark 1.More generally, the assumption “Y1(X), . . . ,Yn(X) linearly indepen-
dent overQ(X)” can be removed to conclude that there exist infinitely many
rational pointsξ ∈ B(0,R) (with 0 < R < Rv) such that the rank overK of the
valuesY1(ξ), . . . ,Yn(ξ) (we omit here the reference tov, supposed to be fixed)
is at least equal to the rank overQ(X) of Y1(X), . . . ,Yn(X). Namely, we show
below how to deduce the following more general statement from Theorem 1:

(*) There exists an infinite set S⊂ Q ∩ B(0,R) with the following property: if J
is any subset of{1, . . . , n} such that the power series Yj (X) (j ∈ J ) are linearly
independent overQ(X), then for all but finitely manyξ ∈ S , the values Yj (ξ),
j ∈ J , are linearly independent over K.

Observe first that we may renumber indices to suppose thatY1(X), . . . ,Yr (X)
are linearly independent overQ(X), while we have relations

Ym(X) =
r∑

i =1

ci ,m(X)Yi (X), m = 1, . . . , n (1)

where ci ,m(X) ∈ Q(X) for all i ,m. Next enlarge the number fieldK to as-
sume that it contains the coefficients of all theci ,m(X). Relations (1) imply that
(Y1(X), . . . ,Yr (X))t satisfies a linear differential system overK (X). Applying
Theorem 1 toY1(X), . . . ,Yr (X) yields an infinite setS ⊂ Q ∩ B(0,R), disjoint
from the set of poles of theci ,m and such that, forξ ∈ S, Y1(ξ), . . . ,Yr (ξ) are
linearly independent overK .

Let nowJ be a subset of{1, . . . , n} such that the power seriesYj (X) (j ∈ J )
are linearly independent overQ(X). Then the matrixci ,j (X) (i = 1, . . . , r , j ∈ J )
has maximal rank. Throwing away a finite subset fromS we may assume that
the specialized matrix atξ ∈ S has still maximal rank, so theYj (ξ) (j ∈ J ) are
linearly independent overK .
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Remark 2.The more precise conclusion in Remark 1 allows to deduce di-
rectly the general form of Hilbert’s irreducibility theorem involving any num-
ber of absolutely irreducible polynomialsf1, . . . , fs ∈ K [X,Y ]. Namely, let
Zi be an algebraic function solution offi (X,Zi ) = 0 (in some algebraic clo-
sure of k(X)), i = 1, . . . , s. Set ni := degY fi , i = 1, . . . , s. The vector
Y := (1,Z1, . . . ,Z

n1−1
1 , . . . , 1,Zs, . . . ,Zns−1

s ) satisfies a differential system over
K (X). After a translation onX if necessary, one may assume that 0 is an ordi-
nary point. Then, each algebraic functionZi can be expanded in a power series
Zi ∈ Q[[X]], which is a G-function,i = 1, . . . , s. Apply the conclusion in Re-
mark 1, for any choice ofv. Since 1,Zi , . . . ,Z

ni−1
i are linearly independent over

Q(X) for every i = 1, . . . , s, we obtain that their values at the elementsξ of an
infinite set S ∈ Q (the same for alli ), are linearly independent overK . This
means that, for everyξ ∈ S, fi (ξ,Y) is irreducible overK , i = 1, . . . , s.

3 Auxiliary propositions

Following mainly [An], [De1] and [DGS], we recall some notation and definitions
concerningG-functions. Given a number fieldF denote byMF (resp.M o

F ) the
set of places (resp. finite places) ofF . For eachv ∈ MF denote the absolute
value extending the usual one onQ by | · |v, denote the completion ofF at v by
Fv and the local degree [Fv : Qv] by dF

v . Then define the local heighthv to be
hv(x) := log+ |x|v (where as usual log+ y = log max{1, y}). The Weil logarithmic
height is then defined by the following formula: forξ ∈ F ,

h(ξ) :=
1

[F : Q]

∑
v∈MF

dF
v hv(ξ)

Given a formal power seriesZ =
∑∞

m=0 cmXm ∈ F [[X]], we now define

σ(Z) := lim sup
m→∞

1
m

∑
v∈MF

dF
v

[F : Q]
sup
s≤m

hv(cs).

Definition 1. The formal power series Z is said to be a G-function ifσ(Y) <∞
and if Z is a solution of a linear differential equation with coefficients inQ(X).

This condition is equivalent to the following ([An; Chap. 1 Sect. 1.3] or [DGS;
Chap. 8, Proposition 1.1, p.265]):Z has a non-zero radius of convergence for
each embedding of F inC and there exist positive integers Nm such that Nmcs,
0≤ s ≤ m are algebraic integers and Nm < N m for a suitable N and all m≥ 0.
Using for instance this characterization it is immediate to prove the following

Lemma 1. Let Z ∈ F [[X]] be a G-function andα, β ∈ F, α 6= 0. Then Z( αX
1−βX )

is a G-function.2 Furthermore, sums and products of G-functions are G-functions.

2 Of course we mean the composition of the formal power seriesZ andαX
∑

βmXm
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Following [An; Chap. 4 Sect. 5] or [DGS; Chap. 7 Sect. 2] we now define
the Galochkin conditionfor a linear differential system. LetB = B(X) be an
n × n matrix with entriesbi ,j (X) ∈ F (X) and D be the differential operator
D := D−B. Consider the sequence of matricesBm = Bm(X) defined inductively
by 

B0 = I

B1 := B

Bm+1 = BmB +
d

dX
Bm

Plainly eachBm is ann × n matrix overF (X). For v ∈ M o
F set

h(m, v) = max
s≤m

log+

∣∣∣∣Bs

s!

∣∣∣∣
v,Gauss

(For the definition of Gauss norm see [An; Chap. 4 Sect. 1] or [DGS; Chap. 1
Sect. 4]) and

σ(B) := lim sup
m→∞

1
m

∑
v∈M o

F

dF
v

[F : Q]
h(m, v)

and say thatD satisfies the Galochkin condition ifσ(B) <∞.
From [DGS; Chap. 3, (5.2)] the matrix

U (t ,X) :=
∞∑

m=0

Bm(t)
m!

(X − t)m

is the solution ofDU = 0 at the generic pointt that satisfiesU (t) = I . Then
the Galochkin condition is immediately seen to be equivalent toD being aG-
operator, as defined in [De1; p.375, eq.(4)]. We will need the following theorem
of Chudnovsky, stated here as Lemma 2.

In Lemma 2 and Lemma 3 below,B is ann× n matrix with entries inF (X)
andD is the differential operatorD := D − B.

Lemma 2. Let Z := (Z1, . . . ,Zn)t ∈ F [[X]] n be a (column) vector of G-functions
satisfyingD Z = 0. Suppose that Z1, . . . ,Zn are linearly independent overQ(X).
ThenD = D − B satisfies the Galochkin condition.

Lemma 3. Assume the differential operatorD satisfies the Galochkin condition.
Then the following holds.

(a) if Z is a column vector with entries Z1, . . . ,Zn ∈ Q[[X]] such thatD Z = 0,
then Z1, . . . ,Zn are G-functions.

(b) With Z as in (a), denote, for eachv ∈ MF , thev-adic radius of convergence
of Z by Rv(Z). Then the operator satisfies Bombieri’s condition∑

v∈MF

dF
v log+ 1

Rv(Z)
<∞

(c) All the singularities of the differential operatorL are regular and have only
rational exponents.
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Comments on proofs.A proof of Lemma 2 can be found in [An; Chap. 6 Sect. 4]
or in [DGS; Chap. 8, Theorem 1.5 p. 268]. Lemma 3 (a) is easy if 0 is an or-
dinary point (e.g. [De1; Sect. 1.1 Remarque 3]); the general case is proved in
[An; Chap. 5 Sect. 6.6]. Lemma 3 (b) is the “Galochkin⇒ Bombieri” part of
the Bombieri-Andŕe theorem ([An; Chap. 4 Sect. 5.2] or [DGS; Chap. 7 Theo-
rem 2.1]) (the second part of the Bombieri-André theorem is the converse, that
is, Bombieri’s condition implies Galochkin’s condition). Lemma 3 (c) follows
from works of Katz and Honda ([An; Chap. 4 Sect. 5.3] or [DGS; Chap. 3 and
p. 228]). ut

For the convenience of the reader we now briefly recall some well-known
facts about monodromy of linear differential systems (seee.g. [DGS; p.101]).
Consider the differential system

d
dX

Z = BZ

whereB is now a matrix of meromorphic functions in a neighborhoodI of z0,
such thatz0 is the only (possibly) singular point ofB in I . For z ∈ I ′ := I \ {z0}
we have a matrix solutionU of the above system such that its column vectors
are analytic functions atz, linearly independent overC. Starting with a given
point z = z1 ∈ I , we can analytically continue such a matrix along a closed loop
γ at z, entirely contained inI ′ and wrapping once, counterclockwise, aroundz0.
After analytic continuation along the wholeγ we obtain another matrix solution
of the same system, denotedT(U ), whereT is the so-called monodromy map.
NecessarilyT(U ) will be of the form UC for some constant non-singular
matrix C (which depends onU in general). Now, lettingA be a constant matrix
such that exp(2πiA) = C and setting (X − z0)A := exp(A log(X − z0)) :=

∞∑
s=0

(A log(X − z0))s

s!

W := U (X − z0)−A

(1)

it can be checked thatW has trivial monodromy aroundz0, i.e., remains un-
changed after analytic continuation alongγ (essentially the reason is that the
monodromy of (X − z0)A is exp(2πiA) = C , i.e., the same asU ). Hence the
entries ofW are analytic inI ′. Now it is known (or may be taken as definition)
that the system has a regular singularity atz0 precisely ifW has at worst a pole
as a singularity atz0.

Assume that is the case and fix a determination of log(X − z0), e.g. in the
domain I ′′ := I ′ \ {z0 + t | t ∈ R+}. Then, considering for instance a Jordan
form of A, it easily follows from (1) that each entry of the matrixU is a linear
combination of functions of the form

(log(X − z0))a · (X − z0)αw(X)
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wherea ∈ N, α ∈ C and wherew is analytic in I . It follows that, if φ is any
rational function inX and in the entries ofU , thenφ is a quotient of linear
combinations of the same type. This proves that nearz0 we have a bound

|φ(X)| � |X − z0|−N

for some integerN . Suppose now thatφ has trivial monodromy, namely suppose
that it remains unchanged after analytic continuation along any loopγ in I ′,
wrapping aroundz0, as above. Thenφ is single valued and analytic inI ′ whence,
e.g. by Riemann’s removable singularities theorem (e.g. [For; p.5]) applied to
(X − z0)Nφ(X), the above inequality implies that it has at worst a pole atz0.

Fix now an ordinary pointPo of D and letU be a solution matrix atPo

as above. LetP1, . . . ,Ps be the singular points ofD on the Riemann sphere
S and fix non-intersecting pathsλ1, . . . , λs from Po nearP1, . . . ,Ps. Next, for
each i = 1, . . . , s, define a loopγi based atPo, constructed by traveling first
alongλi from Po nearPi , then wrapping once along a “small” loop aroundPi ,
then finally go alongλ−1

i , back toPo. Classically the loopsγ1, . . . , γs generate
the fundamental group ofS\ {P1, . . . ,Ps}. We may then define the monodromy
aroundPi of any rational functionφ in X and in the entries ofU by analytic
continuation alongγi , i = 1, . . . , s. From the above we can deduce at once the
following

Lemma 4. LetD := D−B be a differential operator with only regular singular-
ities. LetU be a solution matrix at some ordinary point and letφ be a rational
function in X and in the entries ofU . Suppose thatφ has trivial monodromy
around any singular point ofD . Thenφ is a rational function.

Proof. By the above argumentsφ is then analytic in the whole Riemann sphere,
made exception for finitely many points, where it has at most a pole as a singu-
larity. We recall a classical argument to prove the rationality ofφ. Let z1, . . . , zr

be the finite singular points ofφ and consider the functionΦ := φ
∏r

i =1(z− zi )N ,
whereN is a sufficiently large integer such thatΦ is bounded around eachzi .
By Riemann’s removable singularities theorem,Φ is entire and, having at most
a pole at∞, must be a polynomial. ut
Lemma 5. Let Z := (Z1, . . . ,Zn)t ∈ F [[X]] n be a (column) vector of G-
functions satisfyingD Z = 0. Suppose that Z1, . . . ,Zn are linearly independent
overQ(X). For each loopγ in the groupΓ generated byγ1, . . . , γs, denote by
Z(γ) := (Z (γ)

1 , . . . ,Z (γ)
n )t the vector obtained fromZ := (Z1, . . . ,Zn)t by analytic

continuation alongγ. Then the linear space spanned overC by all the vectors
Z(γ) has dimension n.

Proof. Plainly we haveD Z(γ) = 0 for all γ ∈ Γ , so the dimension of the space
in question is at mostn. To complete the proof we show below that there exist
n vectors of the formZ(γ) with γ ∈ Γ that are linearly independent overC.

The entriesZ1, . . . ,Zn of Z span a linear space overC(X) which is in fact a
differential moduleM in an obvious way. Namely, since the entriesZ1, . . . ,Zn
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of Z are linearly independent overQ(X), whence overC(X) (since they have
algebraic coefficients),M is isomorphic to the differential module overC(X)
with basise1, . . . , en and derivation given byD(e1, . . . , en)t := B(e1, . . . , en)t .
From the theorem of the cyclic vector [DGS; Chap. 3, Theorem 4.2], there ex-
ists thenm ∈ M such thatm,Dm, . . . ,Dn−1m are linearly independent over
C(X). Write m =

∑n
i =1 Ri (X)Zi , where R1, . . . ,Rn are rational functions. We

may assume thatγ1, . . . , γs do not contain any pole of any such function, so we
may analytically continuem along anyγ ∈ Γ to obtain functions nearPo of
type

∑n
i =1 Ri (X)Z (γ)

i . Consider the space spanned overC by all such functions
and selecth of them, saym1, . . . ,mh (with m1 = m), which constitute a basis.
We may writemj =

∑n
i =1 Ri (X)Z (j )

i , where the vectorsZ(j ) := (Z (j )
1 , . . . ,Z (j )

n )t ,
j = 1 . . . , h, are linearly independent elements of the space generated overC by
theZ(γ), γ ∈ Γ 3. It suffices to prove thath = n. For this consider the differential
operator defined by

W(Y) :=
W(Y ,m1, . . . ,mh)

W(m1, . . . ,mh)

whereW is the Wronskian andY is a differential indeterminate. We may write

W(Y) = DhY + φ1Dh−1Y + · · · + φh

where theφi s are rational functions in themi s and their derivatives. In particular
theφi s are rational functions ofX and of the entries of some solution matrix of
DU = 0 at Po.

Let γ ∈ Γ . We observe that analytic continuation alongγ of m1, . . . ,mh

produces, by assumption, functions ˜m1, . . . , m̃h which generate the same linear
space overC. Namely we can write ˜mj =

∑
i ci ,j mi for an invertible matrix

(ci ,j ) ∈ GLh(C). Using the very definition of the Wronskian as a determinant,
we see that replacingm1, . . . ,mh respectively withm̃1, . . . , m̃h in the definition
of W(Y) merely multiplies the coefficients of the numerator (as a polynomial
in Y) by det(ci ,j ) and the same holds for the denominator. This shows that the
coefficientsφ1, . . . , φh are left fixed by analytic continuation along anyγ ∈ Γ , so
they have trivial monodromy. Since our operator satisfies the Galochkin condition
(Lemma 2), it has only regular singularities (Lemma 3). We may thus apply
Lemma 4 and obtain thatφ1, . . . , φh are rational functions. SinceW(m) = 0 we
obtain thatm,Dm, . . . ,Dhm are linearly dependent overC(X), soh ≥ n whence
in fact h = n. ut

Let now D1 := D − A1,D2 := D − A2 be operators overF (X) as above, of
respective ordersn1 andn2. Denote respectively byΣ1 andΣ2 their singular set.
For i = 1, 2, let Y(i ) := (Y (i )

1 , . . . ,Y (i )
ni

)t ∈ F [[X]] ni be a column vector solution

of Di Y(i ) = 0 and assume that the entriesY (i )
1 , . . . ,Y (i )

ni
areG-functions linearly

independent overQ(X). Form the column vectorZ with entries (in some order)
the n1n2 power seriesY (1)

a Y (2)
b , a = 1, . . . , n1, b = 1, . . . , n2. We have then the

following

3 Sincem is a cyclic vector, theZ(j ) actually constitute a basis of the space in question.
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Lemma 6. The vectorZ has G-functions entries and satisfies a differential system
over F(X) of order n1n2 and with singular set contained inΣ1∪Σ2. If in addition
Σ1 andΣ2 are disjoint, then the entries ofZ are also linearly independent over
Q(X).

Proof. The first assertions follow from Lemma 1 and from a trivial inspection,
after differentiatingY (1)

a Y (2)
b (actually, the new system, which is the tensor product

of the original ones, corresponds to the matrixA1 ⊗ A2). To complete the proof,
suppose given a relation of linear dependence∑

a,b

Ra,b(X)Y (1)
a Y (2)

b = 0 (2)

where theRa,b are rational functions with coefficients inQ. Construct loops
γ1, . . . , γs as before around the singular points of the operatorD1, such that
no singularity of anyRa,b or of D2 lies on any such loop or in its interior
(made exception possibly for poles of someRa,b coinciding with a singularity
of D1). We may then analytically continue each entry ofZ along any such path.
Both the rational functions and the termsY (2)

b will remain unchanged, while the
vectorY(1) will be transformed into another vector solution of the first differential
system. Plainly the relation (2) still holds after replacing the termsY (1)

a with
the corresponding entries of the new solution. Since, from Lemma 5, analytic
continuation producesn1 linearly independent solutions of the first system, we
obtain some relations ∑

a,b

Ra,b(X)Yµ,aY (2)
b = 0

where nowYµ := (Yµ,1, . . . ,Yµ,n1)t , µ = 1, . . . , n1, are column vector solutions of
the first system which are linearly independent overC. The determinant det(Yµ,a)
does not vanish in a neighborhood ofPo. Hence we have∑

b

Ra,b(X)Y (2)
b = 0

for eacha = 1, . . . , n1. However the power seriesY (2)
b are assumed to be linearly

independent overQ(X). ThereforeRa,b = 0 for all a, b. ut
Remark 3. (a)Since the fundamental groupπ1(S\{P1, . . . ,Ps}) is generated by
any s− 1 loops out ofγ1, . . . , γs, the monodromy is in fact determined by all
loops but one. This implies that the lemma continues to hold ifΣ1 andΣ2 are
assumed to intersect in at most one point. Lemma 6 generalizes the fact that
algebraic functions fields in one variable with disjoint sets of ramification points
of X are linearly disjoint overC(X).

(b) Y. André and D. Bertrand mentioned to us that Lemma 5 and Lemma 6 could
also be proved by invoking the theory of Picard-Vessiot extensions and using the
action of the differential Galois group instead of the monodromy action.
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By induction we obtain at once the following

Corollary 1. For j = 1, . . . , r , let Dj := D − Aj , be an operator over F(X)
as above, of order nj and with singular setΣj . Assume that the setsΣ1, . . . , Σr

are pairwise disjoint. LetY(j ) := (Y (j )
1 , . . . ,Y (j )

nj )t be a column vector solution of
Dj Y(j ) = 0, the entries of which are G-functions in F[[X]] , linearly independent
overQ(X), j = 1, . . . , r . Form the column vectorZ with entries (in some order)
the n1 · · · nr power series Y(1)

a1
· · ·Y (r )

ar
, a1 = 1, . . . , n1, . . ., ar = 1, . . . , nr . Then

the vectorZ has G-functions entries (over F) and satisfies a differential system
of order n1 · · · nr over F(X) and with singular set contained inΣ1 ∪ . . . ∪ Σr .
Furthermore the entries ofZ are linearly independent overQ(X).

4 Proof of Theorem 1

Consider, given an homography (linear fractional transformation)τ (X) = αX
1−βX ,

the vectorYτ := Y(τ (X)). It satisfies the system defined by the operator

D τ := D − α

(1− βX)2
A(τ (X))

If Σ is the set of singular points ofD , then the set of singular points ofD τ

is contained in (τ−1(Σ)) ∪ {1/β}. For every positive integerr , pick 2r alge-
braic numbersα1, . . . , αr , β1, . . . , βr ∈ K× such that, settingτj (X) = αj X

1−βj X , the
systems defined byDj := D τj , j = 1, . . . , r have singular setsΣ1, . . . , Σr that
are pairwise disjoint. The entries of the vectorsY(j ) := Y ◦ τj are G-functions
over K (Lemma 1) and are linearly independent overQ(X), j = 1, . . . r . As in
the corollary to Lemma 6, form the vectorZ with entries (in some order) the
nr G-functionsY (1)

a1
· · ·Y (r )

ar
, a1 = 1, . . . , n, . . ., ar = 1, . . . , n. From the above

corollary such entries (which have coefficients inK ) are linearly independent
overQ(X). The vectorZ satisfies a differential system defined byD := D − B,
whereB is a square matrix overK (X) of ordernr . Such system satisfies the Ga-
lochkin condition, by the theorem of Chudnovski (the present Lemma 2). Also,
by Lemma 3, if we denote byR∗v thev-adic radius of convergence ofZ, we have

∑
v∈MK

dK
v log+ 1

R∗v
<∞.

We are in position to apply toZ the “Théor̀eme principal” of [De1; p.378].
We apply that theorem (withk = K ) to the entriesZi of Z, thus replacingn
with nr . Also, we select one absolute valuev of K and consider the values of
the power seriesZi with respect to thev-adic convergence. In our situation the
statement of that theorem reads:

Let ξ ∈ K× be such that|ξ|v < min(1,R∗v ), ρ > 0 an integer,Λ := (λi ,j ) a ρ×nr

matrix over K of rankρ. Assume that
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nr∑
j =1

λi ,j Zj ,v(ξ) = 0, i = 1, 2, . . . , ρ. (3)

Then we have this inequality

dK
v

[K : Q]
log |ξ|v +

nr − ρ

nr
h(ξ) ≥ −C1 − C2

√
h(ξ) (4)

where C1,C2 do not depend onξ.

Assume now that, forj = 1, . . . , r , the valuesY (j )
1,v(ξ), . . . ,Y (j )

n,v(ξ) are linearly
dependent overK . Thus they span a linear space of dimension≤ n− 1 overK .
Clearly if this holds for allj = 1, . . . , r , then the valuesY (1)

a1,v(ξ) · · ·Y (r )
ar ,v(ξ), for

1≤ a1, . . . , ar ≤ n, span a linear space of dimensionδ ≤ (n−1)r . These values
are precisely the valuesZj ,v(ξ), j = 1, . . . , nr , in some order. Thus we can take
nr − ρ ≤ (n − 1)r in (4), whence

dK
v

[K : Q]
log |ξ|v +

(
n − 1

n

)r

h(ξ) ≥ −C1 − C2

√
h(ξ) (5)

Choose now real numbersc,R, such that 0< c < 1, 0< R < R∗v and consider
the set

Kc,R := {ξ ∈ K | log |ξ|v ≤ −ch(ξ) and |ξ|v < R} (6)

Plainly Kc,R ∩ Q is infinite, for all c,R as above. Combining (5) and (6) we
obtain that for allξ ∈ Kc,R,(

n − 1
n

)r

≥ cdK
v

[K : Q]
+ O

(
1√
h(ξ)

)
(7)

Therefore, ifr , c have been chosen such that
(

n−1
n

)r
< c/[K : Q], (7) implies

that the set ofξ which verify our assumptions has bounded height, whence is
a finite set. Conclude that for allξ ∈ Kc,R outside this finite set, there exists at
least one indexj = 1, . . . , r such that the valuesY (j )

1,v(ξ), . . . ,Y (j )
n,v(ξ) are linearly

independent overK .
Observe finally that, thoughR∗v will be generally smaller thanRv (i.e., the

radius of convergence of the original vectorY), we may insure, by a suitable
choice of the numbersαj , βj , that Rv = R∗v : in fact

R∗v ≥ min{Rv,
Rv

|αj |v ,
1

|βj |v , j = 1, . . . , r }

so it suffices to take|αj |v ≤ 1 and|βj |v ≤ 1/Rv, j = 1, . . . , r . ut
The proof of Theorem 1 is complete. Taking also into account Remark 1, we

may recapitulate and state more precisely what we have actually proved.
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Theorem 2. Let k be a number field, n be a positive integer and A= A(X) be an
n×n matrix with entries in k(X). LetD be the differential operatorD := D−A.
Let Y = (Y1(X), . . . ,Yn(X))t be a vector solution ofD Y = 0 such that each entry
Yi (X) is a G-function with coefficients in a number field K⊃ k.

Fix a valuationv of K and a real number R> 0 smaller than the (non-zero)
v-adic radius of convergence ofY. Let r and c be positive real numbers such that
0 < c < 1 and

(
n−1

n

)r
< c.

Then there exist r homographiesτ1(X), . . . , τr (X) with the following property.
There exists a real number H such that, ifξ is any element of K satisfying

log |ξ|v ≤ −ch(ξ)

|ξ|v < R

h(ξ) > H

then there exists at least one index j= 1, . . . , r for which the rank over K of the
values Y1,v(τj (ξ)), . . . ,Yn,v(τj (ξ)) is greater or equal to the rank overQ(X) of
Y1(X), . . . ,Yn(X).

We have this further conclusion. Denote the singular set of the operatorD :=
D − A byΣ. Thenτ1(X), . . . , τr (X) can be taken to be any r homographies of
the form aj X/(1− bj X) with aj , bj non-zero elements of K such that|aj |v ≤ 1,
|bj |v ≤ 1/R and such that the setsΣj := τ−1

j (Σ) ∪ {1/bj }, j = 1, . . . , r , are
pairwise disjoint.

We finally note that all constants involved in the above estimates are effective.
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